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INTRODUCTION

The Institute of Electrical and Electronic
Engineers 802.5 (1) standard has become a
widely accepted protocol for token ring lo-
cal area networks (LANs). A major part of
its success is the advantages it offers over
other network architectures. These advan-
tages include its reliability and simplicity of
hardware interfacing the transmission me-
dium to the stations’ electronics. Because
each station provides an active tap to the
transmission medium, there is great flexibil-
ity in length of link between stations. Many
stations can be attached to the transmission
medium without deterioration of the signal.
The token ring has been remarkably adapt-
able to the available transmission medium.
It has been implemented by using shielded
twisted wire pair, coaxial cable, and fiber op-
tic cable, all with great success.

A token ring is a ring whose media ac-
cess control protocol is based on a short con-
trol frame, called a token, which circulates
around the ring. A station that wants to
transmit data on the medium must wait for
a free token. When a free token arrives at
the station, the token is changed to a busy
token and the station transmits the busy to-
ken followed by its data packet. When the
station has transmitted its packet and re-
ceives the first part of its data packet back
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on the network, it releases a new free token.
The free token circulates around the ring
until it reaches another station that has data
to send.

One of the drawbacks of the token ring
is its inefficiency at moderate and light loads.
At light loading conditions only a few sta-
tions on the ring have data to send. By the
token ring protocol, however, the token cir-
culates from station to station regardless of
whether or not a station has data to trans-
mit. A station having data to transmit must
wait for the free token to pass through all
the stations that do not. The delay associ-
ated with the token passing through idle sta-
tions to get to an active station is the cause
of the inefficiency.

Many token ring networks are actually
implemented using a star topology (2). This
paper proposes a new protocol for the star
topology token ring LAN. The new proto-
col is not subject to the same delays as the
topological ring operating under moderate
and light loads.

PROTOCOL

2 The Star Protocol: The star LAN looks to-
pologically like a wheel without a rim. It
consists of a central controller and any num-
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ber of other stations, each connected directly
to the central controller. The central control-
ler has separate hardware to interface with
each other node. This means it is capable of
communication with any or all stations at
any time simultaneously.

2.1 The Basic Star Protocol: Under moder-
ate and lightly loaded conditions, the pro-
tocol works as follows. The central control-
ler sends a request token to all stations si-
multaneously. This action initiates a trans-
mission cycle (Fig. 1). Each station responds
with a response token, either  yes or  no,
depending on whether or not it has data to
transmit.

The central station sends the transmit
token to each station in turn that sent a yes
response token. Stations that sent a no re-
sponse token are not included in the token
passing procedure. Thus, stations do not
have to wait for the transmit token to pass
through stations with no data to transmit.
This clearly overcomes the stated drawback
of the standard token passing protocol.

A complete transmission cycle (Fig. 2)
consists of a request/response cycle fol-
lowed by N token transmission cycles, for
N active stations. A token transmission cycle
consists of sending the transmit token to a
data station followed by the data transmis-
sion.

Ti  Datai

Figure 1. Token Transmission Cycle

Req Resp T1 Data1 T2 Data2 . . .  Tn Datan

Figure 2. Complete Transmission Cycle

Depending on the level of loading, the
central controller can revert to standard to-
ken ring operation. If the load exceeds a cer-
tain level, it sends the transmit token to each
station in turn without going through the
request/response cycle.

2.2 Priority Star Protocol: The above proto-
col can be used, with minor modification,
in a network with multiple priority levels.

In a multiple priority environment, the yes
response token contains a priority field with
enough bits to cover the number of priority
levels. When a station responds with a yes
response token, it also sets the priority bits
to indicate the priority of its data. The cen-
tral controller sends the transmit token first
to stations with the highest priority, then to
stations with the second highest priority, and
so on until all stations that sent a yes re-
sponse have sent their data.

A complete transmission cycle (Fig. 3)
consists of a request/response cycle fol-
lowed by N priority token transmission
cycles, for N active stations. A token trans-
mission cycle consists of sending the trans-
mit token to a data station followed by the
data transmision. In the priority protocol, the
transmit token is sent to station in order of
priority (Fig. 1).

Req Resp Tp1 Datap1 Tp2 Datap2           Tpn
Datapn

Figure 3. Complete Transmission Cycle

2.4 Tokens: Having proposed different to-
kens for different purposes, the discussion
in this section is devoted to describing new
tokens  for the star protocol. The transmit
token is the eight bit pattern shown in Fig-
ure 4.

0 1 1 1 1 1 1 0

Figure 4.  The Transmit Token

For the request token, bits are changed
in the middle of the pattern to obtain the to-
ken as shown in Figure 5.

0 1 1 0 0 1 1 0

Figure 5. Request Token

The response token is as shown in Fig-
ure 6, where Y = 1 and N = 0.
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0 Y/N 1 1 1 1 1 0

Figure 6. Response Token

To accommodate multiple priority lev-
els, three bits are dedicated to allow eight
levels of priority. The priority token is shown
in Figure 7.

0 Y/N P2 P1 P0 1 1 0

Figure 7. Priority Data Response Token

These tokens account for all services of-
fered by the protocols proposed above. Each
station with packets to send gets to do so
before any station gets to send a second
packet.

In addition, Kamal (3) suggested that
multiple free tokens circulate on the ring.
The intent is to have several tokens fairly
evenly spaced around the ring to allow mul-
tiple transmissions simultaneously. This idea
translates directly to the star topology. In
fact, it works better in the star because the
central controller knows precisely where
each transmit token is located and is better
able to control the equal spacing between
tokens.

3 Performance Analysis: This section com-
pares the waiting time delay of an equiva-
lent topological ring to the topological star
and then compares the propagation and
transmission time performance of the two
protocols. The results show the proposed
star protocol has significantly better perfor-
mance characteristics in both cases.

The following notations are used in the
ensuing discussion:

r time to pass transmit token from
one station to the next

x message transmission time

M total number of stations on the net
work

N number of active stations on the net
work

T’ mean token rotation time

λ Poisson arrival rate of messages to
each station

R traffic intensity at each station = λ
T’

x’ mean message transmission time

VT2 variance of the token rotation
time

Cb2 square of coefficient of variation
of token rotation time

D’ mean message delay

W’ mean time spent waiting in queue

Q’ mean queue length

Sethi and Saydem (4) provided a per-
formance analysis of token rings that gives
analytical results for two message length
distributions, constant and exponential.
They provided results for both token rota-
tion time and delay for a limited-to-one ser-
vice discipline. Both performance issues are
addressed in subsequent sections.

3.1 Token Rotation Time: Sethi and Saydem
(4) analyzed a token ring with M total sta-
tions. The number of active stations, N, dur-
ing a given token rotation was assumed to
have a binomial distribution. The authors
derived their results by assuming both con-
stant and exponential message lengths.

3.1.1 Constant Message Length: For a con-
stant message length assumption, the fol-
lowing results are presented.

For the token rotation time

T’R = (M r)/(1 - M λ x)           (1)

for traffic intensity
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R R = (M λ r)/(1 - M λ x)            (2)

for the square of the variance of token rota-
tion time

VTR2 = M R (1 - R) x2              (3)

and for the square of coefficient of token ro-
tation time

CbR2 = [R (1 - R) x2 ]/ [M (r + R x)2]    (4)

In equations 1-4, the number of stations
plays a significant role because the token
must pass through all M stations even if only
a few are active.

For a star that is operating as a token
ring under moderate or light loading condi-
tions, only N stations in the network will be
active, where N < M. By the new star proto-
col, the token will pass only to the N active
stations. Thus, the following equations ap-
ply.

For token rotation time

T’S = (N r)/(1 - N λ x)              (5)

for the traffic intensity

R S = (N λ r)/(1 - N λ x)            (6)

for the square of the variance of token rota-
tion time

VTS2 = N R (1 - R) x2               (7)

and for the square of the coefficient of token
rotation time

CbR2 = [R (1 - R) x2 ]/ [M(r + R x)2]    (8)

To ease the mathematical manipula-
tion, the simplifying assumption that (1 -
N λ x) = (1 - M λ x) -> 1 is made.

The ratio of mean token rotation time
of the ring to the star is

T’R/T’S = M/N                    (9)

the ratio of traffic intensities is

R R/R S = M/N                  (10)

the ratio of square of variance of token rota-
tion time is

VTR2/VTS2 = M/N              (11)

and for the square of the coefficient of token
rotation time is

CbR2/CbS2 = N/M              (12)

As the number of active stations de-
creases, the new star protocol shows increas-
ing performance characteristics for param-
eters related to token rotation time. This per-
formance gain carries over to exponentially
distributed message lengths, discussed in
the next subsection.

3.1.2 Exponentially Distributed Message
Lengths: The following analytical results
were found for the token rotation time for a
token ring with exponentially distributed
message lengths.

For mean token rotation time

TR’ = (M R)/(1 - M λ x’)         (13)

for traffic intensity

R R = (M λ r)/(1 - M λ x’)         (14)

for the square of the variance of mean token
rotation time

VTR2 = M R (2 - R) (x’)2          (15)

and for the square of the coefficient of the
mean token rotation time

CbR2 = [R (2 - R) (x’)2 ]/[M (r + R x’)2 ]     (16)

Once again, the total number of sta-
tions, M, has a significant impact on perfor-
mance. For the new star protocol, only N sta-
tions are active so only N stations need to
see the token. The following results hold for
the new star protocol.
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For the mean token rotation time

TS’ = (N r)/(1 - N λ x’)             (17)

for traffic intensity

R S = (N λ r)/(1 - N λ x’)           (18)

for the square of the variance of mean token
rotation time

VTS2 = N R (2 - R) (x’)2           (19)

and for the square of the coefficient of mean
token rotation time

CbS2 = [R (2 - R) (x’)2]/[N (r + R x’)2]     (20)

Forming the ratios of ring values to star
values and making the simplifying assump-
tion (1 - M λ x’) = (1 - N λ x’) -> 1, the
following results are obtained

TR’/TS’ = M/N                   (21)

R R/R S = M/N                   (22)

VTR2/VTS2 = M/N                (23)

and

CbR2/CbS2 = N/M                (24)

3.2 Delay Analysis: Analytical results were
also derived for mean waiting time, mean
message delay, average number of messages
in the individual queue, mean number of
messages in all queues, and ring utilization.

The results of time spent in queue are

W’ = [(1 + Cb2) T’)/(2 (1 - R)]         (25)

for mean message delay

D’ = W’ + x’                       (26)

for mean queue length

Q’ = ((1 + Cb2) R)/(1 - R)           (27)

for mean number of messages in queues in
the system

QS’ = [((1 + Cb2) R)/(2 (1 - R))] + λ x’     (28)

and for ring utilization

UR = 1 - [1 - M λ r/(1 - M λ x) ]M     (29)

All these equations except Equ. 29 hide
their dependence on the number of stations
in the network. To compare the performance
of the ring to the star, equations were sub-
stituted for ring and star respectively, from
the last section, and the ratio formed. The
results are as follows.

For mean queue length

QR’/QS’ = M/N                   (30)

for mean waiting time

WR’/WS’ = M/N                 (31)

for the mean message delay

DR’/DS’ = M/N                  (32)

and for ring utilization

UR/US = [1 - (1 - λR)M]/[1 - (1 - RS)N]   (33)

Since RR < RS, (1 - RR)M < (1 - RS)N, the
result is

UR < US                         (34)

For all parameters related to delay or
queue length, the new star protocol is supe-
rior to the traditional token ring protocol.

Only a limited-to-one service discipline
was analyzed in this work. The entire
preceeding analysis intentionally over-
looked another factor contributing to delay,
the packet transmission time. On a topologi-
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cal ring, the packet transmission time is the
time to traverse, on average, half the links
on the ring. On a topological star, packet
transmission time is the time to traverse just
two links. Including this factor would en-
hance the superiority of the new star proto-
col over the ring protocol.

CONCLUSIONS

This article presents several new star
protocols designed for a token rings operat-
ing under moderate to light loading condi-
tions on a topological star. The new proto-
cols include a basic star protocol. An en-
hanced star protocol implemented a mul-
tiple priority scheme for data transmission.

The performance of the traditional to-
ken ring protocol was then compared to the
new star protocol for both token rotation
time and message delay. For all parameters,
the star protocol showed superior perfor-
mance.

Future research will take several direc-
tions. First, there needs to be an analysis of
the star protocol for both gated and exhaus-
tive service disciplines. The performance
gains of the new protocol make it highly
desirable to see whether this protocol can be
adapted to work with voice stations also on
the network, thus creating an effective inte-
grated services network protocol.
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