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INTRODUCTION

In explaining phenomena in the social sciences, theory almost always supplies more admissible hypotheses
than statistical procedures such as multiple regression analysis can accommodate without degeneration of
estimates due to multicollinearity. In the case of a linear model that is being estimated by the least-squares
technique, the inclusion of strongly related independent variables results in multicollinearity, causing problems
in determining the relative influence of the explanatory variables. This paper presents an ad hoc procedure for
reducing the number of variables that are included in a model while preserving structural integrity of the
theoretical model. The procedure is applied to an economic development research problem. A limited number of
variables were chosen from a larger set of variables using a grouped-variable technique.The paper identifies
some elements accounting for the outlays by the Economic Development Administration to generate jobs
through industrial development projects.

MULTICOLLINEARITY
Multicollinearity involves the existence of a linear relationship among the explanatory variables. When an

exactly linear or nearly linear relationship exists, it is difficult to estimate the parameters associated with the
explanatory variables in regression analysis. Coefficient estimates are unstable and standard errors of the
coefficients are large (1, p. 153). When multicollinearity is present, removing from the regression one of two or
more highly correlated variables does not markedly reduce the proportion of variance in the dependent variable
accounted for. Eliminating some of the independent variables, obtaining new data, or utilizing a priori
information concerning the coefficients are possible solutions to the problem. The last two methods were judged
to be unsatisfactory for this study. This paper relates how variables were grouped into closely related sets and
how one of these variables was chosen as a "representative" from the homogeneous group so that the effect of
this most significant variable (i.e. the variable that most effectively conveys the influence of that group of
variables on the dependent variable) is not unduly distorted because of multicollinearity problems.

AN AD HOC PROCEDURE
The study evaluates the efforts of the Economic Development Administration (EDA) to generate jobs in

private industry in economically lagging areas (2). It examines the influence on cost-effectiveness (EDA cost
per job generated) of several variables including unemployment, underemployment, skill levels, region, and
proximity to population centers. In 1970 the Programs Analysis Division of EDA and the Boise Cascade Center
for Community Development estimated direct jobs generated and EDA cost per project for 250 EDA
job-development projects (3). Data from these two independent evaluations (125 projects by each evaluator)
were used in this study. First applying regression analysis to just the successful projects (projects where at least
one job was created), this study estimates the impact of explanatory variables on the cost-effectiveness
measured by direct jobs generated in industry per unit of public outlays. Then using all observations, successful
and unsuccessful, a measure of the probability of success in generating any jobs is determined. The measure of
the probability of success and the cost-effectiveness coefficients for projects successful in generating at least
some jobs are combined
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to show the full impact of the variables on the
cost-effectiveness of the EDA projects.

A number of economic development theories
suggest variables to include in a model predicting the
success of a job-creating development project in a
region. Location theory suggests that industry moves to
areas with the greatest profit potential. Although
market incentives may be distorted in depressed areas
needing assistance to expand the employment base,
firms are expected to respond to profit potential as
evident in availability of low-cost inputs,
agglomeration economies, adequate transportation, and
nearness to large markets. Central place theory, growth
center theory, and growth pole theory are related to
neoclassical theory but heavily stress agglomeration
economies growing out of external and internal
economies of scale, availability of business credit, and
other supportive public and private services, especially
as found in larger cities. Some variables measuring
basic ingredients of economic growth ― natural
resources, institutions, and attitudes of people ― are
included in "reduced form" rather than in a form
directly tied to one of the particular economic
development theories mentioned. But all of the
variables are considered to be relevant on theoretical
grounds to explain cost-effectiveness.

All the theoretically admissible variables were
selected and arranged in seven reasonably
homogeneous groups for convenience in applying the
ad hoc procedure to reduce the number of closely
related variables included in the final model. The
variables within each group, shown in Table 1, are
closely related in theory and tend to be highly
correlated with each other. The relative location group
is made up of six variables which are the distances to
cities of various sizes and to an interstate highway. The
specific location group includes four different variables
describing the population pattern and intensity of the
city and county of each project. The employment group
measures the availability and skills of labor in the
region. The income group contains various measures of
the income in the area involved in the EDA project.
The institutional group is comprised of two variables
designed to measure government involvement in the
county. Two demographic variables, percent of
population over 65 years and mean years education,
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were considered jointly. The final group included four sets of dummy variables.
In applying the grouped-variable technique to reduce multicollinearity while preserving some structural

validity of the theoretical model, a separate regression first was estimated for each of the six groups with
cost-effectiveness the dependent variable and only the variables within each respective group as the independent
variables. Two different methods were used to select the variable from each group. Model I was formed by
regressing variables in a given group on cost-effectivenesss, then choosing the one independent variable having
the largest t statistic on its coefficient. Model II was formed by choosing the variable from each group that
accounted for the highest proportion of explained variance in the dependent variable in a stepwise procedure
applying a maximum R2 improvement technique. The variable from each group was included in the final model.
Because the demographic group included only two variables and these seemed to pose no multicollinearity
problems, both variables were included in the final OLS model containing all the groups of variables with JBDL
(jobs created per thousand dollars) as the dependent variable and the representative variables from the respective
groups as the independent variables.

In the first regression, only the observations from development projects where at least some jobs were
generated were used to determine the impact of explanatory variables on the cost-effectivenesss ― direct jobs
generated in industry per unit of public outlays. Then using all observations, from successful and unsuccessful
projects, a measure of the probability of success in generating any jobs was determined. The measure of the
probability of success and the cost-effectiveness coefficients for proj-
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ects successful in generating at least some jobs were combined to show the full impact of the variables on the
cost-effectiveness of the EDA projects.

The results of the two methods used to select the variables were quite similar although in the regressions
run with all the observations (Table 2, part A) the variables chosen were the same for only two of the six groups
(not including the demographic group). Even though the actual variable chosen from a given group was not
necessarily the same for Models I and II, it contributed much the same influence to the dependent variable. The
four most significant variables came from the same groups in both models. The R2 values were very similar.
According to these results the variables having the most influence on cost-effectiveness were from the location
group, the specific location group, and the demographic group. The regressions run on all the observations to get
a measure of the probability of success in generating at least one job yielded almost identical results by both
methods (Table 2, part B). The most significant variables were chosen from the same groups by each method.

When the above two regressions were combined to get the full impact on cost-effectiveness of the variables
the results again were very similar. The variables that most influence the overall cost-effectiveness of EDA
funds were L1, L2, ED and D10. These four variables suggest the location and type of a cost-effective
job-creating project: projects close to cities of 25,000 and away from cities of 50,000 (L1 and L2), use of a more
direct type assistance to industry (D10) in an area with low average schooling attainment (ED). The latter
variable probably reflects advantages for industry that utilizes a blue-collar labor force, with relatively low wage
rates. Such industry is not necessarily the most desirable for any given community, however.

The two statistical measures used to select the variable from each group yielded similar equations. The
procedure of grouping the variables into homogeneous sets of variables and subsequently choosing one of the
variables to represent the group reduced the multicollinearity by including only one of a group of closely related
variables. The regression equations containing only one variable from each group had only slightly lower
(5-10%) R2 values than the equations that included all the variables. Little was lost except the multicollinearity.

SUMMARY
This paper offers a suggestion for the researcher who finds that the theory is too imprecise to limit the set of

variables to a workable number. In the example presented, the variables were placed into groups in which the
variables were strongly correlated, with only one variable in the group being selected. The inclusion of only one
of a group of related variables should significantly reduce the multicollinearity in the final equation without
undue loss of explanatory power.
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