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Abstract
Assume all of the elements of a given population with $N$ items can be ranked according to a certain numerical characteristic with each element being assigned a rank from 1 to $N$. If each item is assigned its rank in the population, the mean rank for the population is $\frac{N+1}{2}$ and the variance of the population ranks $\left(\sigma_{r}^{2}\right)$ is $\frac{N^{2}-1}{12}-C .^{1}$ If a sample of $K$ items is randomly selected from this population, the square of the standard error of the mean rank ( $\sigma_{\mathrm{F}}^{2}$ ) for that sample is:

$$
\sigma_{\mathrm{Y}}^{2}=\frac{\sigma^{2}{ }_{r}}{\mathrm{~K}} \quad\left\{1-\frac{\mathrm{K}}{\mathrm{~N}}\right\}=\frac{\frac{\mathrm{N}^{2}-1}{12}-\mathrm{C}}{\mathrm{~K}}-\left\{1-\frac{\mathrm{K}}{\mathrm{~N}}\right\}
$$

In addition, even though the ranks themselves for a rectangular distribution, the mean ranks for random samples of size $K$ selected from this population form a distribution which is approximately normal.
The Effect of Tife on the Compltation of the Variance of Ranke.
When two or more items in the population have identical values of the numerical characteristic according to which the population is being ranked, both of these tied items are assigned the same rank. The usual practice (which will be followed in this paper) is to compute this rank as the average of the ranks the items would have had had there been no ties.

This procedure does not change the total of the population ranks and therefore does not affect the average population rank of $\frac{N+1}{2}$. However, it does reduce the variance of the population ranks to an amount somewhat less than $\frac{N^{2}-1}{12}$.

The following formula gives an exact calculation of the difference between the sum of squares without ties, and the sum of squares with a tie of Titems:
$\frac{\mathrm{T}^{\mathrm{s}}-\mathrm{T}}{12}$.

Since the sum of squares is always smaller by this amount than it would be without ties because of a tie of $T$ items, the variance of ranks

[^0]for a population of $N$ items is smaller by $\frac{T^{3}-T}{12 N}$ because of the tie. However
each separate tie in the population ranks itself reduces the variance of ranks by this amount. Therefore, the correction factor $C$ in the computation of the variance of ranks is the sum of these terms, or
$$
\mathrm{C}=\frac{\Sigma\left(\mathrm{T}^{3}-\mathrm{T}\right)}{12 \mathrm{~N}}=\frac{1}{12 \mathrm{~N}} \mathrm{\Sigma}\left(\mathrm{~T}^{3}-\mathrm{T}\right)
$$

Tegt of the Mean of the Population Ranke of the Items in the Sample.
The objective of this test is to determine whether the arithmetic mean of the population ranks of the items in the sample differs significantly from the arithmetic mean of the population ranks of $\frac{N+1}{2}$. For this purpose, it is necessary only to calculate how many standard errors the mean rank of the sample differs from $\frac{N+1}{2}$. In order to do so, we calculate the unit standard deviate of
$\mathrm{F}-\frac{\mathrm{N}+1}{2}$
where $\bar{r}$ is the mean of the population ranks of the items in ${ }^{\circ} \mathrm{F}$
the sample. The probability of a difference that large between $\bar{r}$ and $\mathrm{N}+1$
_ may be calculated with the aid of a table of areas under the normal curve.

Tebt of the Variation of the Population Ranks of the Items in the Sample.
The other nonparametric test that may be used from these ranked data is one to determine whether the variation of the population ranks of the items in the sample is comparable to the variation of the ranks for all the items in the population. Since the exact variance of the population ranks for all of the items in the population is known, the Chi-square distribution may be used for this purpose.

Since the mean ranks for samples of size $K$ ( $K$ greater than 1) are approximately normally distributed, the Chi-square distribution defined below with K-1 degrees of freedom may be used:

Chi-square $=\frac{\frac{(K-1) \times \Sigma(r-\bar{r})^{2}}{(K-1)^{2}}\left\{1-\frac{K}{N}\right\}}{\left\{\frac{N^{2}-1}{12}-C\right\}\left\{1-\frac{K}{N}\right\}}=\frac{K}{K-1} \times \frac{\Sigma(r-\bar{r})^{2}}{\frac{N^{2}-1}{12}-C .}$
A critical value of Chi-square may be established with the aid of a table of Chi-square for K - 1 degrees of freedom.


[^0]:    ${ }^{2}$ The correction factor, $C$. In this formula is a function of the size and the number of ties in the population ranks. The computation of $C$ is discussed below.

