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INTRODUCTION TO THIS SPECIAL ISSUE 

Dr. Marvin L. Cooke 
Tulsa Community College 

INTRODUCTION 

As a youth in the 1960s, sociology 
was a good path to understand and 
respond to various human rights 
movements and urban discontent. 
Consequently, my involvement with 
sociology has almost always been 
driven by concerns tied to practice 
rather than theory. The twenty-year 
period after college was taken up with 
various social justice causes and with 
developing and managing various 
human services programs. During this 
time, I watched as steel and auto 
workers from the Midwest moved to 
Tulsa after having their jobs eliminated 
and camped out at area lakes as they 
looked for jobs. I watched as native 
Tulsa workers lost full-time jobs that 
paid well and were eventually only 
able to find work in low paying jobs 
without benefits. I watched as the 
number of homeless increased and 
the unemployed children of friends 
were incarcerated. I came to consider 
the old saying about human services 
programs being an effort to rescue 
drowning victims as they floated down­
stream. As I noticed more and more 
victims floating downstream, the real 
question emerged- "Who or what is 
throwing these people into the 
stream?" At age 40, I quit my job and 
went to graduate school in sociology 
to work on that question. These com-
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mentaries -in various ways- repre­
sent attempts to answer that question. 

The articles in this special issue are 
based on a purposefully local analysis 
of data regarding Tulsa or the State of 
Oklahoma. I can remember making ar­
guments before fundraisers and politi­
cians, using national studies and data­
sets, only to get the response, "But we 
aren't like that here." So I wanted to 
look at how we are here. Thankfully 
Free Inquiry in Creative Sociology 
(FICS) was a source for publication 
willing to consider studies on policy 
and practice as much as on theory 
and that would consider local studies 
as much as national studies. 

The first three studies in this issue 
are my primary response to the ques­
tion, "Who or what is throwing people 
in the water upstream?" My response 
in brief is: Changes in the labor market 
that have occurred since the 1970s. At 
least since 1970, employment in Okla­
homa -and the United States- is los­
ing good paying jobs with benefits and 
gaining jobs that pay wages lower 
than what is needed to sustain a 
household over the long run with few if 
any benefits. In fact, employment is 
providing more jobs at the poverty 
level over time. 

The first of these studies, "Little 
Examined Elements in the Welfare 
Reform Debate: The Diminished Male 
and the Decreased Value of Education 
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in the Labor Market" (FIGS 1998 26: 1 ), 
was initially motivated by a conversa­
tion I had with a colleague at work one 
day. She was complaining that she 
could not find anyone to date. She 
was a minority female who had been 
married twice before and had a child 
from each marriage. In my flippant, off­
handed way, I suggested that her 
standards must be too high. What did 
she want? She indicated that she 
wanted a man who had a full-time job, 
a car, and did not live with his mother. 
How hard could that be? I went to 
work with my new demographic skills 
and compared the number of full-time 
employed men in her age cohort and 
race to the number of women. From 
my reading, I knew that the incarcera­
tion rates for minority males in Oklaho­
ma was over four times what it is for 
whites and that being a felon basically 
locks one out of the labor market. I 
knew that changes in the labor market 
more negatively affected minorities 
than whites. But what I found was 
sobering. By my friend's criterion of 
employment alone, half of the women 
had no available acceptable mate. 
While it wasn't as drastic for non­
minority women, it wasn't good. 

In that study, I found that the nega­
tive effects of the emerging labor mar­
ket since the late 1970s -lower wages, 
part-time work, no benefits- directly 
affected men more negatively than 
women. Yet women across the board 
still lagged behind men in earnings. 
Given my friend's criterion and the fact 
that marriage tends to be stratified by 
educational background and occupa­
tional cluster, women in lower paying 
occupational clusters and educational 
levels were more negatively affected 
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than women in higher educational 
clusters. It is little wonder that there 
has been a pretty steady increase in 
single female-headed households at 
or near the poverty level. 

The next essay, "Deindustrializa­
tion and the Reorganization of Occu­
pations: The Reorganization of the La­
bor Market in Oklahoma Between 
1970 and 1990" (FIGS 2001 29:1) was 
motivated in part by my reading of 
Bluestone and Harrison's Deindustrial­
ization of America in graduate school. 
From Bluestone and Harrison (1984), I 
knew that the United States had been 
undergoing deindustrialization in that 
we were losing manufacturing jobs 
while gaining service and retail trade 
jobs. In addition to adding lower pay­
ing jobs while losing higher paying 
jobs, it meant that jobs capable of sup­
porting a family that were open to high 
school graduates were being replaced 
by jobs that would not support a family 
on one income. From a study of north 
Tulsa that I did for Raymond Rosen­
feld in the late 1970s, it was also likely 
that the occupational mix within indus­
tries was changing. Finally, I spent 
some time working for the City of Tul­
sa in the 1990s. During that time, I 
kept coming across employees in our 
department who were temps. I includ­
ed that in my analysis as well. 

In 1970, I found that Oklahoma had 
a lower concentration of manufactur­
ing than the U.S. average. Between 
1970 and 1990, manufacturing jobs 
decreased as service jobs increased. 
Moreover, the occupational mix within 
industries over this time period 
changed. The shift from craft, laborer, 
and administrative support occupa­
tions to service, sales, and managerial 
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and professional occupations 
increased significantly more than 
expected from the change in the 
industrial distribution alone. This shift 
in occupations hollowed out blue and 
pink collar occupations that paid living 
wages and replaced them with both 
lower paying occupations and higher 
paying occupations. Finally, the pro­
portion of part-time employment in 
every occupation almost doubled be­
tween 1970 and 1990. 

One often hears commentators be­
moan how we don't have any power to 
do anything about the shift in employ­
ment by industry because of globali­
zation. I found out in this study that the 
shift from manufacturing to services 
was not as troubling to incomes as the 
change of the mix of occupations used 
by employers and -most important­
the shift from using full-time employ­
ees to using part-time employees. 
Those changes disrupted career lad­
ders and reduced benefits- such as 
health care and pensions. Those are 
changes that took place here in Okla­
homa and could be amenable to 
policies and practices here. 

The last of the first three articles, 
"Testing Some Truisms about Poverty 
in Oklahoma" (FIGS 2010 38:2) 
evolved from my attempt to do some 
voluntary research for a policy group. 
As I indicate in the article, the truisms 
seem common stock of the rhetoric 
used by both conservative and liberal 
politicians in Oklahoma with respect to 
poverty. 

The first truism is that welfare 
makes people dependent and thereby 
causes poverty. History provided a 
test. Between 2000 and 2006, the 
proportion of poor families participat-
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ing in the TAN F program dropped in 
half. Instead of a decrease in poverty 
as one would expect if dependency 
was the principal cause of poverty, the 
poverty rate in Oklahoma increased by 
three percentage points. That mirrored 
the increase in jobs that paid a poverty 
level wage for an average family in 
Oklahoma. 

I knew a person working in a 
training program for TANF clients dur­
ing the time period who provided a 
window view into how the program 
worked in one county. Instead of first 
placing clients in training to position 
them for better paying jobs, clients 
were required to look for work, which 
was usually at minimum wage. A full­
time minimum wage job will provide 
barely enough income for a household 
of one to earn more than poverty level. 
Since the average household in Okla­
homa is just over two and the average 
family is three, full-time minimum 
wage jobs leave families in poverty. 
While the requirement to work first for 
minimum wage jobs does not get an 
average household of family out of 
poverty, it does increase competition 
for bottom end jobs and thereby holds 
down wages. 

The second truism is that increas­
ing education levels decrease poverty. 
From 1999 to 2006, I observed that 
the increase in educational levels cor­
related with an increase in poverty 
level. I also cited a study by the state 
that projects a significant growth in 
low-income jobs that require only a 
high school education or less. While I 
agree that getting an education is 
required to compete for better paying 
jobs, in the short run, it does not 
create those jobs. Employers create 



FREE INQUIRY IN CREATIVE SOCIOLOGY Volume 41, Number 1, Spring 2013 

those jobs. Moreover, people with 
educations are more mobile than com­
panies that require serious capital 
investment to move. It is more likely 
that educated workers will move to 
where better paying jobs are than 
better paying jobs moving to where 
educated workers are. 

The third truism that is being put 
forth these days is that race and sex 
no longer matter. After 40 years of 
various acts that theoretically protect 
minorities, one would expect race and 
sex to no longer matter. Yet, as I 
found, they still matter both with re­
spect to the segregation of occupa­
tions and wages for occupations for 
various races and sexes. A labor mar­
ket split on the basis of race and sex is 
another strategy to hold wages down. 
As an "antipoverty" program, simply 
ending racial and sex discrimination 
would make a difference. 

The fourth truism is that a rising 
tide -economic growth- raises all 
boats. I found that, between 1999 and 
2006, average hourly wages adjusted 
for inflation declined by one percent in 
Oklahoma while average gross 
domestic product per hour worked 
adjusted for inflation increased by six 
percent. That is similar to the national 
trend. Here one has a rising economic 
tide with none of it benefiting the 
average hourly wages of workers. So, 
if the state used all sorts of tax breaks 
and other giveaways to attract busi­
ness, the result would be no improve­
ment for the average worker's hourly 
wage. Note that average workers 
would be paying the taxes to improve 
the profits of companies without 
improving their hourly wages. 

The distribution of economic growth 
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is not even over all incomes or occu­
pations. I found that the bottom wage 
income quartile benefited least in 
Oklahoma from increases in per capita 
gross domestic product; the middle 
two wage income quartiles benefited a 
bit more but still less than the top 
income quartile. But even with the top 
income quartile, the benefit was not as 
great as one would expect from the 
change in per capita gross domestic 
product. 

Finally, I found that one of five jobs 
in Oklahoma in 2006 paid a poverty 
level hourly wage rate based on the 
poverty level for the average family 
size of three. If wages had improved at 
the rate of the growth of gross domes­
tic product per hour, only one of ten 
jobs would have paid a poverty level 
wage rate. Poverty is rooted in the 
labor market. 

The fourth article in this edition, 
"Identifying Possible Impediments to 
Fair Housing in Tulsa, Oklahoma, Us­
ing Less-than-perfect Home Mortgage 
Disclosure Act Data" (FIGS 2001 29:2) 
does not directly address poverty. It 
focuses on discrimination in mortgage 
lending. At the time of the study (the 
late 1990s), the Home Mortgage Dis­
closure Act Data included the census 
tract in which the loan was made, 
which made it possible to distinguish 
effects of characteristics of individual 
loan applicants from the effects of 
characteristics of neighborhoods of the 
properties for which loans were 
applied on lending outcomes. The stu­
dy found that lower income African 
American households that were head­
ed by women or contained a couple as 
applicants were less likely to receive 
loans than equivalent non-African 
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American households. Since the home 
is the principal vehicle for accumulat­
ing wealth for average working Ameri­
cans, discrimination in lending inhibits 
the accumulation of wealth by African 
American households. 

The last article, "A Critical Analysis 
of the Concept of Power: An lnterac­
tionist Revelation of Its Moral Nature" 
(FIGS 1990 18) was chronologically 
the first written and published. While it 
might look theoretical, it is an attempt 
to try to understand how power is 
exercised. In practice, one is almost 
always involved in the exercise of or 
resisting power. From my analysis, I 
concluded that the exercise of power 
involves a violation of someone's 
preferences. Resisting the exercise of 
power requires making responsible 
parties explicit and rendering relevant 
moralities relative and preferential. 
Otherwise, social analysis emascu­
lates the fundamental moral resources 
available to resist by accepting the 
moralities and social organization of 
those exercising power and its out­
comes as given. 

After more than twenty years of 
researching and thinking about the 
cause of poverty, where do we stand? 
My studies of Tulsa and Oklahoma are 
consistent with national studies. Mis­
chel (2012) recently discovered rising 
inequality -and with it poverty- was 
the result of increased inequality of 
wages and compensation, an in­
creased share of income going to 
capital rather than labor, and in­
creased inequality of capital income. 

Second, most individuals and 
groups who claim to "fight poverty" 
only provide assistance to the poor. 
While that helps the poor to survive, it 
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does not stop the basic impoverishing 
dynamic of the labor market since the 
late 1970s. Even foundations that 
appear the most enlightened regarding 
poverty often focus erroneously on 
education as the tool to eliminate pov­
erty. While it gives some individuals a 
better ability to compete in the labor 
market, it does not change the 
structure of the labor market, which 
has inequality and poverty built into it. 

Third, strategies to actually fight 
poverty would be strategies that would 
alter the inequality and poverty in the 
labor market. As noted in the Russell 
Sage Foundation study used in 'Test­
ing the Truisms", raising the floor on 
wages tends to reduce poverty by 
forcing the sharing of income. 
Increases in minimum wages were 
found to raise the floor on wages. 
Strong unions were found to be asso­
ciated with more income going to 
wages, a higher floor for wages, and a 
narrower difference between higher 
paid and lower paid workers. These 
outcomes would require practices sig­
nificantly different from the general 
practice of simply providing help and 
education to the poor. Since I assume 
that capitalists would not go gentle in 
that direction, it would take the equiva­
lent of bringing back Saul Alinsky. It 
would take organized actions such as 
shareholder actions, strikes, boycotts, 
sit-ins, unionizing, lawsuits, lobbying, 
and political campaigns. It would also 
take strategies to overcome the feder­
al/state split in laws and regulations 
such that states could no longer be 
used by capitalists to "beggar thy 
workers" for profits. 

On some level, capitalists such as 
Henry Ford knew that consumption re-
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quires income, and consumption is the 
basic driver of an economy. Although 
he was probably responding to threats 
of unionization, he paid his workers 
reasonable wages so they could buy 
things like his cars. Income inequality 
chokes off consumption by distributing 
too little income to too many and so 
much to so few that -with low 
consumption- there is no good place 
to invest for a return for those who 
have. In this vein, Berg and Ostry of 
the International Monetary Fund 
(2011) suggested that widening ine­
quality since 1980 probably reduced 
the United States' economic expan­
sions by as much as a third. From the 
capitalist side, the problem is that no 
capitalist will make the move to share 
income unless forced to do so. Can 
capitalist act in that enlightened col­
lective way or -as maximizing indivi­
dual entities- do we need the equiva­
lent of Saul Alinsky to create the 
conditions that force them? 
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LITTLE EXAMINED ELEMENTS IN THE WELFARE REFORM DEBATE: 
THE DIMINISHED MALE AND THE DECREASED VALUE 

OF EDUCATION IN THE LABOR MARKET* 

Dr. Marvin L. Cooke 
Tulsa Community College 

ABSTRACT 
In the welfare reform debate in the 1990s, Republicans argued that government 
programs designed to give a helping hand breed illegitimacy, crime, illiteracy, 
and more poverty. Democrats focused on the changing labor market: High tech 
jobs have educational requirements that persons with little education or training 
cannot fill; therefore, welfare reform should target job training and education. 
Neither party looked at how the reorganization of the labor market negatively 
affected men more than women such that women had a reduced pool of 
employed males with livable wages as marriage partners. The loss of employed 
men with livable wages was found to account for increased levels of poor 
families with dependent children headed by single females. Also, neither party 
accounted for the existence of more persons with educational requirements than 
there are positions requiring those requirements. The labor market continues to 
produce employment on both ends of the skill and wage spectrum. Thus, 
education and training do not necessarily translate to higher paying jobs as they 
did before the mid-1970s. 

* Originally printed in Free Inquiry in Creative Sociology 1998 26(1). 

INTRODUCTION 

Since the 1994 national elections, 
the rhetoric of the welfare debate has 
been framed in terms of dependency 
and the culture of poverty versus ef­
fects of the changing labor market. In 
the Contract with America, Gingrich, 
Armey, and House Republicans 
(1994) have argued that government 
programs designed to give a helping 
hand to the needy have instead bred 
illegitimacy, crime, illiteracy, and more 
poverty. Their solution was to cap wel­
fare spending by removing welfare as 
an entitlement and to give block grants 
and certain levels of discretion to the 
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states to develop and administer wel­
fare programs at the state level. 
Additionally, several consequences 
designed to engender responsibility 
were added- provide no welfare to 
teenage parents; require beneficiaries 
to work or to be in training no later 
than two years after first benefits; 
grant no more than five years of bene­
fits to anyone during his or her life 
time; require that paternity and re­
sponsibility be established in all illegiti­
mate births before welfare benefits are 
sought. 

If the Contract with America repre­
sented one side of the debate, Car­
ville's We're Right, They're Wrong 
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(1996) might be taken to represent the 
rhetoric on the other side of the de­
bate. Rather than making welfare the 
cause of poverty, Carville focuses on 
the changing labor market. High tech 
jobs have educational requirements 
that individuals with little education or 
training cannot fill; therefore, welfare 
reform should include job training and 
education. Carville also included sev­
eral welfare reform proposals that 
either work directly on the labor mar­
ket or provide supports -help with 
childcare, healthcare for the poor, re­
duced taxes on the working poor, and 
an increase in the minimum wage- for 
persons working for low wages. These 
proposals do not assume higher pay­
ing jobs. 

If welfare administration is to be 
shifted to the state, and possibly the 
local level, what might one expect in 
terms of the rhetoric of welfare re­
form? Since the "local" area for this 
author is Tulsa, Oklahoma, the rheto­
ric and reality of poverty will be more 
closely scrutinized in the Tulsa area. 

As part of the planning process for 
the City of Tulsa's Enterprise Commu­
nity application in 1994, recommenda­
tions and findings from over one hun­
dred existing human service and com­
munity development plans provided by 
governmental and nonprofit organiza­
tions were compiled. In these local 
plans, one finds elements of both sets 
of rhetoric present at the national 
level. Several plans are devoted to the 
prevention of teenage pregnancy and 
to parenthood training. Other plans are 
devoted to improving educational at­
tainment and vocational training to 
better prepare area residents for the 
labor market. Poverty is only men-
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tioned fifteen times in the 179 pages of 
compiled findings and recommenda­
tions, yet data from the U.S. Census 
indicates that the poverty rate for the 
city of Tulsa increased from 10% in 
1979 to 15% in 1989. In the compiled 
plan recommendations and findings, 
issues of illegitimate births and family 
dissolution and issues of education 
and training are not explicitly linked to 
the problem of poverty. 

If one begins with the issue of pov­
erty rather than framing the issue in 
terms of welfare reform, welfare re­
form seems to be only part of the pic­
ture. Most of the debate over welfare 
reform has been aimed at the Aid to 
Families with Dependent Children pro­
gram and therefore only involves poor 
families with minor children. Yet from 
the 1990 U.S. Census, 41 % of poor 
households headed by persons under 
the age of 65 in the City of Tulsa in 
1989 contained no children under the 
age of eighteen. These households 
contained 30% of poor persons less 
than 65 years of age. Jencks (1994) 
found that unattached individuals living 
on extremely low incomes are the 
most likely to become homeless. In 
the City of Tulsa in 1989, data from 
the 1990 U.S. Census indicate that 
25% of poor persons less than 65 
years of age were unattached adults. 
Just as the rhetoric of the national wel­
fare debate has concentrated on poor 
households headed by single women, 
the local planning documents have 
also concentrated on households with 
minor children headed by single wom­
en. In the compilation of recommenda­
tions and findings, women are men­
tioned sixty times while men are only 
mentioned five times and then only as 
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perpetrators of domestic violence and 
illegitimate children. Between 1979 
and 1989, data from the U.S. Census 
indicate that the proportion of em­
ployed males in the City of Tulsa 
dropped from 78% to 72% while the 
proportion of employed females in­
creased from 53% to 55%. 

In this work, the author argues that 
the premises of both the national and 
local rhetoric over welfare reform are 
fundamentally flawed when tested 
against a view of poverty in Tulsa, 
Oklahoma, deduced from a secondary 
analysis of U.S. Census data. First, 
the author argues that higher rates of 
poor single female heads of house­
holds in Tulsa are associated with the 
loss of jobs for males who would most 
likely be their potential marriage part­
ners. The negative effect of the labor 
market on males as a cause of poor 
single female-headed households with 
minor children is totally ignored in both 
the Contract with America and We're 
Right, They're Wrong. Second, the 
author argues that the labor market in 
Tulsa is becoming more bifurcated 
with some jobs that pay well and re­
quire education and training, and other 
jobs that do not pay well and do not 
necessarily require education and 
training. Furthermore, it will be shown 
that there are already more persons in 
Tulsa with educational requirements 
than there are jobs that require them. 
Thus, while education and training are 
important to compete for higher in­
come jobs, there will be far more quali­
fied applicants than jobs for the fore­
seeable future. Neither the Contract 
with America or We're Right, They're 
Wrong recognizes that training and 
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education will likely have a minimal im­
pact on poverty. 

A VIEW OF POVERTY FROM 
LITERATURE ON THE LABOR 

MARKET 

In a review of a study on welfare 
reform, Astone (1995) notes that most 
sociologists who study poverty proba­
bly believe that there will not be a re­
duction in welfare recipients without an 
expansion in employment opportunity. 
The question to be explored is exactly 
how the labor market is changing and 
how those changes affect the welfare 
population that is the usual rhetorical 
target of welfare reform: poor families­
and usually families headed by single 
females with dependent children. 

It has been widely documented that 
processes such as downsizing, out­
sourcing, plant relocation, using con­
tract labor and temporary employees, 
and anti-unionism have reduced em­
ployment in the better paying manu­
facturing and construction industries 
while increasing employment in the 
lower paying sales and services 
industries, have increased the number 
of hours worked both by forcing over­
time and by forcing employment in 
several part-time jobs, and have put 
downward pressure on wages (Blue­
stone and Harrison 1982; Garson 
1988; Prashad 1994; Schor 1991; 
Yates 1994 ). Wilson (1980, 1987) 
traced how educationally advantaged 
blacks were able to take advantage of 
changes in civil rights laws and 
changes in the labor market to achieve 
upward mobility. Unfortunately, educa­
tionally disadvantaged blacks were 
negatively affected by the loss of 
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manufacturing and construction jobs, 
by the flight of jobs to the suburbs, and 
by the growth of low wage sales and 
service jobs. Wilson observed that 
black men were most negatively af­
fected because they tended to be 
heavily employed in the manufacturing 
and construction jobs that were being 
eliminated in the labor market. 

Even though it is not widely recog­
nized or discussed, the same dynamic 
interaction of education, civil rights 
laws, and changes in the labor market 
also altered the employment position 
of women with respect to men. Men, in 
general, have tended to be employed 
in the industrial and occupational sec­
tors that have been losing ground. 
Although the wages of women still lag 
behind those of men in all occupa­
tional categories, Siegal, Foster and 
Cessna (1992) and Yates (1994) 
found that the income of men has 
declined over the past two decades 
while that of women has increased. 

While these changes in the labor 
market can explain increased levels of 
poverty, one must explore the inter­
action of the stratification of marriage 
by education and occupation levels 
with changes in the labor market to 
finally link the impact of changes in the 
labor market on the rhetorical target of 
welfare reform: poor families- and 
usually families headed by single fe­
males with dependent children. Two 
lines of analysis are instructive. In their 
study of the American occupational 
structure, Blau and Duncan (1967) 
found that men and women tend to 
marry persons of their own education­
al levels. Since occupations and edu­
cational levels tend to also be strati­
fied, it is reasonable to conjecture that 
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marriage is also stratified by occupa­
tion. Thus, if the number of education­
ally advantaged women increased 
while the number of educationally 
advantaged males remained constant, 
one might expect to see an increase in 
the number of households headed by 
single females who are not poor. 

A second element of the dynamics 
of the interaction of marriage and the 
labor market is suggested by Wilson 
( 1987) and Wilkie ( 1991 ). They have 
found that, as men's participation in 
the labor force and income decrease, 
the proportion of poor households 
headed by single females increases. 
In general, there has been a rise in the 
proportion of young mothers who do 
not marry before the birth of their first 
child because young men without ade­
quate employment are less likely to 
marry and because young mothers 
have little to gain financially from 
marrying the young fathers of their 
children. Wilkie found that those who 
do not marry tend to be better off in 
terms of higher educational attainment 
and lower fertility than those who do. 
So the employment status of males is 
another factor that affects the 
interaction of the labor market and the 
stratification of marriage by education 
and occupation. If the number of 
educationally advantaged women 
increased while the number of 
employed educationally advantaged 
males remained constant, one might 
expect to see an increase in the num­
ber of households headed by single 
females who are not poor. Similarly, if 
the number of educationally disadvan­
taged, unemployed males increased, 
one might expect to see an increase in 
the number of households headed by 
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single females who are poor. Thus, 
what is attributed to the culture of pov­
erty in the rhetoric of welfare reform 
-unwed women with children- may be 
an epiphenomenon of the diminished 
employment opportunities for males in 
the labor market. 

The second rhetorical assumption 
of the welfare debate to be examined 
is that education and skill enhance­
ment are sufficient to take care of the 
problem of poverty for welfare recipi­
ents. If one examines the welfare re­
form debate (Astone 1995; Gueron 
and Pauly 1991; Porter 1990; Urban 
Institute 1994), one finds two diame­
trically opposed assumptions about 
education and the labor market. On 
the one hand, one finds the view that 
the workplace is becoming more tech­
nological and that higher levels of edu­
cation and basic skills will be needed. 
On the other hand, one finds the view 
that most increasing occupations are 
those that require low levels of edu­
cation, that pay low wages, and that 
contain relatively high levels of part­
time work. For example, Nissen and 
Seybold ( 1994) cite a Department of 
Labor study that found that eight of the 
top ten fastest growing occupations 
are in services or retail sales. The only 
two occupations that fit the high skilled 
image are registered nurse and sys­
tems analyst. Regardless of the edu­
cational level of the overall population, 
more and more jobs being offered in 
the labor market will not pay a living 
wage for many families. 

There is no question that higher 
education is necessary to be able to 
compete for jobs in occupations that 
pay higher wages and offer full-time 
work, but if there are generally more 
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persons with educational requirements 
for higher paying occupations than 
there are persons in those occupa­
tions, how effective will education be 
as a poverty reduction strategy among 
welfare recipients? 

METHODS 

The U.S. Census contains employ­
ment by occupation cross-classified by 
sex and race for counties in 1969, 
1979, and 1989 for persons 16 years 
of age and over. Thus, one can use 
employment classified by occupation 
to explore how the industrial reorgani­
zation that occurred between 1969 
and 1989 differentially affected men 
and women in Tulsa County. Tulsa 
County, rather than the City of Tulsa, 
is utilized as the basic unit of analysis 
because Tulsa County contains over 
98% of the City of Tulsa and because 
the city limit boundaries of the City of 
Tulsa changed from decade to de­
cade. Since farming, forestry, and 
fishing occupations account for less 
than 1 % of employment in Tulsa 
County, it was left out of the analysis. 
The U.S. Census otherwise classifies 
occupations as: 1) managerial and 
professional specialty occupations, 2) 
technical, sales, and administrative 
support occupations, 3) service occu­
pations, 4) precision production, craft, 
and repair occupations, and 5) opera­
tors, fabricators, and laborers. 1 The 
number of persons employed in Tulsa 
County in each occupational category 
by sex is contained in Table 1. To spe­
cify the differential effects of changing 
occupational patterns on men and 
women in Tulsa County, the data from 
Table 1 for each occupational cate-



FREE INQUIRY IN CREATIVE SOCIOLOGY Volume 41, Number 1, Spring 2013 

Table 1: Employment by Occupation & Sex in 1969, 1979, and 1989 for Tulsa County 

Occuoation Sex 

Managerial & 
Male 
Female 

Professional 
Total 

Technical, Sales, & 
Male 
Female 

Administrative Support 
Total 
Male 

Services Female 
Total 

Precision Production, 
Male 
Female Craft, & Repair 
Total 

Operator, Fabricator, & 
Male 
Female Laborer 
Total 

Total 
Male 
Female 

Occuoation Sex 

Managerial & 
Male 
Female 

Professional 
Total 

Technical, Sales, & 
Male 
Female Administrative Support 
Total 
Male 

Services Female 
Total 

Precision Production, 
Male 
Female Craft, & Repair 
Total 

Operator, Fabricator, & 
Male 
Female Laborer 
Total 

Total 
Male 
Female 

gory were expressed as a percent of 
employment by sex in each category 
for 1969, 1979, and 1989. The use of 
percentage comparisons allows one to 
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1969 % chanae 1979 
27019 33% 36068 
10508 102% 21182 
37527 53% 57250 
21337 38% 29388 
30704 70% 52244 
52041 57% 81632 

7168 32% 9455 
13913 16% 16098 
21081 21% 25553 
22217 32% 29359 

926 176% 2553 
23143 38% 31912 
22344 19% 26528 

4577 36% 6223 
26921 22% 32751 

100085 31% 130798 
60628 62% 98300 

1979 % chanae 1989 
36068 6% 38124 
21182 53% 32476 
57250 23% 70600 
29388 11% 32655 
52244 2% 53279 
81632 5% 85934 

9455 41% 13325 
16098 14% 18401 
25553 24% 31726 
29359 -16% 24617 

2553 -5% 2435 
31912 -15% 27052 
26528 -17% 21891 

6223 -12% 5473 
32751 -16% 27364 

130798 0% 130612 
98300 14% 112064 

compare populations of different sizes 
over time (Shryock et al. 1976). The 
results are contained in Table 2. The 
same classifications as Table 2 were 
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Table 2: Employment by Occupation by Sex for Persons 16 Years of Age and Over 
for Tulsa County in 1969, 1979, and 1989 

MALES 
Occuoation 1969 1979 1989 
All occupations 63 56 54 
All persons 46 48 47 
Manaqerial & Professional 72 63 54 
Technical, Sales, & Administrative Suooort 41 36 38 
Services 34 37 42 
Precision Production, Craft 96 92 91 
Operator, Fab., Laborers 83 81 80 

FEMALES 
Occuoation 1969 1979 1989 

All occupations 37 44 46 
All persons 54 52 53 
Manaqerial & Professional 28 37 46 
Technical, Sales, & Administrative Suooort 59 64 62 
Services 66 63 58 
Precision Production, Craft 4 8 9 
Operator, Fab., Laborers 17 19 20 

Table 3: Black Employment by Occupation & Sex in 1969, 1979, and 1989 for Tulsa 
County 

Occuoation Sex 1969 % change 1979 
Male 473 89% 893 

Managerial & Professional Female 530 128% 1206 
Total 1003 100% 2009 

Technical, Sales, & 
Male 634 77% 1125 
Female 1031 218% 3282 Administrative Support 
Total 1665 165% 4407 
Male 1431 7% 1533 

Services Female 3111 -6% 2934 
Total 4542 -2% 4467 

Precision Production, Craft, 
Male 793 96% 1551 
Female 36 389% 176 

& Repair 
Total 829 108% 1727 

Operator, Fabricator, & 
Male 2317 29% 2990 
Female 361 144% 881 Laborer 
Total 2678 45% 3871 

Total Male 5648 43% 8092 
Female 5069 67% 8479 
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Table 3 (continued): Black Employment by Occupation & Sex in 1969, 1979, and 1989 
for Tulsa County 

Occupation Sex 1979 % change 1989 
Male 893 13% 1009 

Managerial & Professional Female 1206 47% 1771 
Total 2009 38% 2780 

Technical, Sales, & 
Male 1125 46% 1639 
Female 3282 18% 3873 

Administrative Support 
Total 4407 25% 5512 
Male 1533 56% 2389 

Services Female 2934 14% 3353 
Total 4467 29% 5742 

Precision Production, Craft, 
Male 1551 -11 % 1383 
Female 176 -30% 124 

& Repair 
Total 1727 -13% 1507 

Operator, Fabricator, & 
Male 2990 -30% 2097 
Female 881 -15% 748 

Laborer 
Total 3871 -27% 2845 

Total 
Male 8092 5% 8517 
Female 8479 16% 9869 

Table 4: Mean Earnings for Men and Women Ages 16-64 Working in Tulsa, Creek, 
and Osage Counties in 1979 and 1989 (in 1989 Dollars) 

Occupation Sex 1979 1989 % Chanae 

Manager 
Men $41,455 $47,377 14% 
Women $18,175 $23,988 32% 

Professional 
Men $36,600 $44,748 22% 
Women $19,595 $22,397 35% 

Technical 
Men $28,133 $29,921 6% 
Women $18,338 $20,017 9% 

Sales 
Men $29,335 $32,010 9% 
Women $10,262 $13,273 29% 

Administrative Support 
Men $25,723 $23,506 -9% 
Women $13,966 $15,707 12% 

Services 
Men $16,000 $14,679 -8% 
Women $7,299 $8,820 21% 

Crafts 
Men $26,759 $24,021 -10% 
Women $13,058 $19,539 50% 

Laborer 
Men $21,192 $18,945 -11 % 
Women $11,332 $12,763 13% 

14 
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Table 5: The Actual Distribution Minus the Expected Distribution of Married Couples 
with Heads from 16-64 Years of Age in Tulsa County by Husbands and Wives by 
Educational Attainment Level Divided by the Expected Distribution 

Wives No High 
School 

No HiQh School 1.6177 
HiQh School -0.0010 
Some Colleqe -0.5359 
Bachelor deqree or more -0.8501 

carried out for black males and fe­
males and are reported in Table 3. 

To explore the differential rate of 
change in earnings between women 
and men, mean earnings for women 
and men who were 16-64 years of age 
and working in Tulsa, Creek, and 
Osage Counties were calculated for 
1979 and 1989 from the 1980 and 
1990 U.S. Census Public Use Micro­
data Sets (5% sample) and expressed 
in 1989 dollars adjusting the 1979 
mean earnings by the CPI for urban 
consumers indexed on a 1982-1984 
baseline. The results are found on 
Table 4. Tulsa, Creek, and Osage 
Counties are used as the unit of 
analysis for the Microdata Set data 
because it is the area for which data 
are reported both in the 1980 and the 
1990 U.S. Census Public Use 
Microdata Sets (5% sample). The City 
of Tulsa and Tulsa County contain 
most of the employment in the three 
county area. 

To test Blau and Duncan's (1967) 
findings that men and women tend to 
marry persons of their own education­
al levels, one can use the 1990 U.S. 
Census PUMS (5% sample) for Tulsa 
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Husbands 
High Some Bachelor Degree 

School Colleqe or more 
0.0330 -0.4584 -0.8386 
0.4560 -0.0771 -0.5654 

-0.2413 0.4695 0.1965 
-0.6765 -0.1607 1.9357 

County to Test Blau and Duncan's 
findings for Tulsa. If one cross-classi­
fies all married couples in Tulsa Coun­
ty with heads of households from 16-
64 years of age by sex and educa­
tional levels, if one uses the marginal 
distribution of married couples by sex 
and by educational levels to create an 
expected distribution, and if one calcu­
lates the difference between the actual 
and expected levels as a fraction of 
the expected level, one will obtain the 
results found in Table 5. In Table 5, 
any value greater than zero (0) repre­
sents proportionally more respondents 
than one would expect from the mar­
ginal distribution alone. 

As noted earlier, if educational lev­
els stratify marriage and if educational 
levels stratify occupations, it is reason­
able to conclude that marriage is also 
stratified by occupations. To test this 
in Tulsa County, the sample used to 
create Table 5 was used to create 
Table 6. The values in Table 6 were 
created by cross classifying all married 
couples in Tulsa County with heads of 
households from 16-64 years of age 
by sex and occupations, by using the 
marginal distribution of married cou-



FREE INQUIRY IN CREATIVE SOCIOLOGY Volume 41, Number 1, Spring 2013 

pies by sex and by occupations to 
create an expected distribution, and by 
calculating the difference between the 
actual and expected levels as a frac­
tion of the expected level. If marriage 
is stratified by occupations, one would 
expect over representation concen­
trated along the diagonal of the table. 
It will be seen in Tables 5 and 6 be­
low that marriage in Tulsa County is 
stratified by education and by occupa­
tions related to the office or profes­
sional work environment (managers, 
professionals, technical, and admini­
strative support) and by occupations 
related to the manual or service work 

environment (sales, services, craft, 
and laborer). As will be seen in Table 
3, occupations related to the office or 
professional work environment tend to 
pay more than occupations related to 
the manual or service work environ­
ment. Over a period of time, if there is 
a growing imbalance of women to men 
in occupations related to the office or 
professional work environment, one 
would expect a growth in the propor­
tion of families headed by single per­
sons -most of whom are female- who 
are not poor. On the other hand, if 
there is a growing imbalance of wo­
men to men in occupations related to 

Table 6: The Actual Distribution Minus the Expected Distribution of Married Couples 
with Heads from 16-64 Years of Age in Tulsa County by Husbands and Wives by 
Occupations Divided by the Expected Distribution 

Wives 
Husbands 

Unemployed Manager Professional Technical 
Unemployed 1.64 -0.11 -0.15 -0.13 
Manager -0.59 0.66 0.19 0.37 
Professional -0.53 0.42 1.33 0.12 
Technical -0.31 -0.19 0.18 1.15 
Sales -0.33 -0.11 -0.27 -0.11 
Administrative Suooort -0.54 0.17 -0.04 0.11 
Services -0.02 -0.44 -0.46 -0.29 
Craft 0.06 -0.37 -0.57 -0.16 
Labor 0.05 -0.49 -0.68 -0.26 

Husbands 
Wives Sales Administrative Services Crafts Labor 

Suooort 
Unemployed -0.15 -0.16 -0.29 -0 01 0.05 
Manager 0.20 0.18 -0.14 -0.18 -0.33 
Professional -0.01 0.01 -0.20 -0.34 -0.40 
Technical -0.03 0.08 -0.12 0.08 -0.16 
Sales 0.62 -0.09 -0.03 0.01 0.02 
Administrative Support 0.19 0.18 -0.01 0.02 -0.15 
Services -0.34 -0.10 0.62 0.18 0.34 
Crafts -0.30 0.02 0.00 0.37 0.24 
Labor -0.47 -0.10 -0.07 0.22 0.69 
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the manual or service work environ­
ment, one would expect a growth in 
the proportion of families headed by 
single persons who are poor. To test 
for this, changes in the number of 
women and men in different occupa­
tions between 1969 and 1979 and 
between 1979 and 1989 will be com­
pared to changes in the proportion of 
families that are headed by singles 
and are either poor or not poor during 
the same time periods to determine if 
the two phenomenon co-vary in the 
hypothesized direction. 

Wilson's (1987) and Wilkie's (1991) 
findings imply that the birth rate of 
unwed women can be accounted for 
by the availability of employed, i.e., 
marriageable, men. Using 1980 and 
1990 U.S. Census data for the City of 
Tulsa, if one compares the number of 
employed men sixteen years or older 
to the number of women in this age 
group, one finds that 31 % of women in 
this age group in 1980 and 36% in 
1990 did not have actual or potential 
employed mates. Thus, one would 
expect the proportion of never married 
women with children to increase. 

To test this hypothesis in the City of 
Tulsa, a modified marriage rate for 
women 15-34 years of age in 1980 
and 1990 was calculated by dividing 
the number of ever-married women in 
the age group by the number of 
employed men in the age group to test 
for the stability of the propensity of 
women to be interested in marriage 
and family creation. Using the birthrate 
of ever-married women as an indicator 
of the general propensity of women to 
have children, an expected birthrate 
among never-married women was cal­
culated for 1980 and 1990 and com-

17 

pared to the actual birthrate among 
never-married women. Assuming that 
the proportion of women in the age 
group that could be married to em­
ployed men was the same in 1990 as 
it was in 1980, the number of addition­
al women who would fall in the ever­
married category in 1990 if employed 
men were available was calculated. 
Assuming that these women who 
would have fallen in the ever-married 
category had children at the ever-mar­
ried rate rather than the never-married 
rate, an expected birthrate among 
never-married women was calculated 
for 1990. If this rate is comparative to 
the ever-married birthrate, one could 
argue that the change in birthrates 
among unwed women can be account­
ed for by changes in the number of 
employed men. 

To explore the diminished value of 
education, the median educational 
attainment for all occupations was ob­
tained from the 1980 and 1990 U.S. 
Census Public Use Microdata Sets 
(5% Sample) for Tulsa, Creek, and 
Osage Counties. At that point, the 
number of persons with the median 
educational attainment for each occu­
pation was compared to the number of 
persons in that occupation to deter­
mine if there were greater or fewer 
persons with occupational credentials 
than there were occupational positions 
available in the labor market. If there 
were more persons with educational 
credentials than there were positions 
in the labor market, education as a 
strategy for welfare reform is problem­
atic. 
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FINDINGS 

It is evident from Table 1 that all 
occupational categories increased 
between 1969 and 1979 for Tulsa 
County. In Tulsa County, precision 
production, crafts, and repair occupa­
tions decreased over 15% between 
1979 and 1989. Operators, fabricators, 
and laborers decreased more than 
16% between 1979 and 1989. During 
that same timeframe, managerial and 
professional specialty occupations and 
service occupations -occupations that 
tend to be on the opposite ends of the 
wage scale- grew by about 24% each 
while technical, sales, and administra­
tive support occupations grew by over 
5%. 

In Table 2 one can see that the two 
occupational categories losing em­
ployment between 1979 and 1989 in 
Table 1, precision production, craft, 
and repair occupations and operators, 
fabricators, and laborers, are the occu­
pations containing the highest concen­
tration of male workers. Thus, what 
has traditionally been "men's" work is 
dying. One can see in Table 2 an 
increase between 1979 and 1989 in 
the proportion of men in technical, 
sales, administrative support, and ser­
vice occupations as the occupations 
that traditionally employed them de­
creased. The one occupational cate­
gory that traditionally employed pro­
portionally more men that grew be­
tween 1979 and 1989 was managerial 
and professional specialty occupa­
tions. Yet the growth in employment 
during this period in this occupational 
category was fundamentally a growth 
in female employment. While males 
employed in managerial and profes-
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sional specialty occupations increased 
by about 6% between 1979 and 1989, 
females employed in this occupational 
category increased by 54%. 

Another area in which there was a 
shift from male dominance to female 
dominance in employment is in full­
time (35 hours per week or more) and 
part-time (less than 35 hours per 
week) employment. Data from the 
U.S. Census indicated that between 
1979 and 1989 in the City of Tulsa the 
number of males and females em­
ployed part-time increased about 14%, 
but during the same period the 
number of males employed full-time 
decreased by about 5% while the 
number of females employed full-time 
increased about 3%. 

When one examines changes in 
the proportion of males and females 
16 years of age and older employed in 
the City of Tulsa between 1979 and 
1989, it is not surprising to find that the 
proportion of employed males dropped 
from 78% to 72% while the proportion 
of employed females increased from 
53% to 55%. 

Examining change by occupation 
between 1979 and 1989 (Table 1) 
which reports employment for all 
persons in Tulsa County classified by 
occupation and Black employment 
(Table 3) classified by sex and 
occupation, one can see that the effect 
of the loss of employment as opera­
tors, fabricators, and laborers has 
been most significant for Black males. 

Managerial and professional spe­
cialty occupations have increased the 
most (13,350) in absolute terms be­
tween 1979 and 1989 and have grown 
almost at the same rate as service oc­
cupations. From Table 1, it is apparent 
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that women have been added to the 
ranks of managerial and professional 
specialty occupations at almost nine 
times the rate of men between 1979 
and 1989. As evidenced in Table 1 
and Table 3, Black women have been 
added to managerial and professional 
specialty occupations at a rate less 
than but close to all women. Black wo­
men have been added at almost eight 
times the rate of all men and at more 
than three times the rate of Black men. 
Black men have been added at twice 
the rate of all men. 

The growth rates for males and fe­
males in technical, sales, and admini­
strative support occupations have 
reversed between the periods 1969-
1979 and 1979-1989. From 1969 to 
1979, women were added to this occu­
pational category at approximately 
twice the rate of men, yet from 1979 to 
1989, men were added to this cate­
gory at a higher rate than women. This 
reversal appears in Table 1 for all 
persons as well as in Table 3 for the 
Black population. 

Service occupations increased at 
the highest rate between 1979 and 
1989 (24%), and have grown in abso­
lute terms during the period at the 
second highest number behind man­
agerial and professional specialty oc­
cupations (6,173). Both between 
1969-1979 and 1979-1989, the growth 
rate of male employment in service 
occupations for all persons and for 
Blacks was higher than the growth 
rate of female employment in service 
occupations. 

Per Table 4, it appears women only 
earned $0.35 (Sales) to $0.65 (Techni­
cal) for every $1 earned by men in 
1979. Between 1979 and 1989, the 
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rate of real wage growth for women 
was positive and greater than that of 
men in all occupational categories. 
The real wages of men employed in 
administrative support (-9% ), services 
(-8%), crafts (-10%), and laborers 
(-11%) decreased between 1979 and 
1989. As a result, the wage gap be­
tween women and men decreased to 
the range of $0.42 (sales) to $0.81 
(crafts) per $1 earned by men in 1989. 

These findings generally confirm 
national trends. Siegel et al. (1992) 
found that the median personal in­
come of American men has declined 
over the past two decades while the 
median personal income of women 
has increased. Specifically, median 
earnings for males dropped 14% be­
tween 1973 and 1990 while the medi­
an earnings for females increased by 
22%. 

As expected from Blau and Duncan 
( 1967), it is clear from Table 5 that 
there is a tendency for people to marry 
people with a similar education. With 
one exception -administrative sup­
port- the diagonal of Table 6 contains 
the most over-represented cells for 
each occupation. Furthermore, there is 
a general clustering of positive values 
among occupations related to the of­
fice or professional work environment 
and among occupations related to the 
manual or service work environment. 
This stratification probably intensifies 
the upward mobility of families taking 
advantage of growth in managerial 
and professional specialty occupations 
and the downward mobility of families 
affected by the decline of craft occu­
pations and laborers and the increase 
of service and retail service occupa­
tions. 
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From Wilson's (1987) and Wilkie's 
(1991) findings, one would expect the 
proportion of never-married women 
with children to increase. The situation 
found in the City of Tulsa is similar to 
the situation described by Wilson and 
Wilkie for the United States. If one 
compares the number of men 16 years 
or older who are employed to the 
number of women in this age group, 
one finds that 31 % of women in this 
age group in 1980 and 36% in 1990 
did not have actual or potential em­
ployed mates. 

To explore this hypothesis in the 
City of Tulsa, a modified marriage rate 
for women 15-34 years old in 1980 
was calculated by dividing the number 
of ever-married women in the age 
group by the number of employed 
men, i.e., marriageable, in the age 
group. A modified marriage rate of 886 
ever-married women per 1000 em­
ployed men was found. A rate of 869 
ever-married women per 1000 em­
ployed men was found in 1990. This 
rate, while decreased, seems fairly 
stable. 

The birth rate for ever-married 
women of ages 15-34 increased 7.3% 
from 1260 to 1352 per 1000 women 
between 1980 and 1990. If one took 
the birthrate of ever-married women 
as an indicator of the general propen­
sity to have children, one would expect 
a shift in birthrate among never-mar­
ried women proportionally from 142 to 
152 per 1000 never-married women 
between 1980 and 1990. Instead, the 
birthrate for 15-34 years old never­
married women increased from 142 to 
271 per 1000 never-married women. 

Now if one assumes that the pro­
portion of women in the age group that 
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could be married to employed men 
was the same in 1990 as it was in 
1980, one would expect an additional 
2,657 women to be in the category of 
the ever-married. Following Wilkie's 
(1991) observation, if one assumes 
that they had the same propensity as 
ever-married women to have children 
but had no suitable mate such that 
they had children at the ever-married 
rate, the rate of birth for the remaining 
never-married women 15-34 years old 
in 1990 would be 153 per 1000 never­
married women instead of 271 per 
1000 never-married women. This is 
approximately the birthrate one would 
expect if ever-married and never-mar­
ried birth rates changed in the same 
proportion between 1980 and 1990. 
This tends to confirm Wilie's observa­
tion that the increased propensity for 
unwed women to have children is in­
fluenced by the imbalance in the num­
ber of women and the number of em­
ployed men. 

In Tables 5 and 6, it was shown 
that marriage is stratified by education 
and by occupation related to the office 
or professional work environment and 
by occupation relative to the manual or 
service work environment. Between 
1969 and 1979 in Tulsa County, occu­
pations related to the office or profes­
sional environment added 25,114 
more women than men; occupations 
related to the manual or service work 
environment added 8,155 more men 
than women. Between 1969 and 1979, 
the proportion of families that were 
headed by singles (almost all of whom 
are female headed) and that were not 
poor increased from 7% of families to 
12% of families. The proportion of 
families that were headed by singles 
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and that were poor remained constant 
at 6% between 1969 and 1979. This is 
what one might expect given the 
increased imbalance between women 
and employed men in occupations 
related to the office or professional 
work environment. From 1979 to 1989, 
6,966 more women than men were 
added to white collar positions; 5,509 
men lost positions in blue collar and 
service occupations while 1,435 
women gained such position. Between 
1979 and 1989, the proportion of 
families that were headed by singles 
and that were not poor remained 
constant at 12%. The proportion of 
families that were headed by singles 
and that were poor increased from 6-
9%. Again, this is what one might 
expect given the increased imbalance 
between women and employed men in 
occupations related to the manual or 
service work environment. 

The problem of finding a mate to 
marry who is employed can be seen 
by looking at the proportion of women 
16 years of age or older compared to 
the number of employed men of the 
same age. Among women 16 years or 
older in the City of Tulsa according to 
the 1990 U.S. Census, 34% of white 
women, 52% of Black women, 40% of 
Native American women, and 20% of 
Asian women do not have available 
employed mates. If one separates out 
the census tracts in the City of Tulsa 
that have 51 % or more families with 
incomes less than the median income 
for the Tulsa MSA ($37,500) and 
examines these areas, 36% of white 
women, 56% of Black women, 46% of 
Native American women, and 43% of 
Asian women do not have available 
employed mates. If one examines the 
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remaining census tracts that are not 
low income, 33% of white women, 
39% of Black women, 35% of Native 
American women, and 13% of Asian 
women do not have available 
employed mates. These imbalances 
could easily account for differential 
rates of births among single female 
heads of households among different 
races. 

Turning to examine the balance 
between education and occupational 
levels, 57,250 persons were employed 
in managerial and professional 
specialty occupations in Tulsa County 
in 1979 according to the U.S. Census. 
From 1980 to 1990, U.S. Census Pub­
lic Use Microdata Sets (5% sample) 
for Tulsa, Creek, and Osage Counties 
(PUMS/INCOG area) show the medi­
an educational attainment in 1979 and 
1989 for managers was some college 
and for professionals was a bachelor 
degree. There were 2,506 more per­
sons employed in these occupations in 
1979 than there were persons holding 
bachelor degrees or more. 

In 1979, there were 81,632 persons 
employed in technical, sales, and 
administrative support occupations. In 
1979 and 1989, the median education­
al attainment for persons in technical 
occupations was some college. The 
median educational attainment for per­
sons in sales and administrative sup­
port occupations was, in 1979, a high 
school education. By 1989 the median 
education attainment for persons in 
these occupations was some college. 
There were 26,989 more individuals 
employed in these occupations in 
1979 than there were persons with 
some college. Thus, in 1979, a person 
could occupy a position in one of 
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these three occupational categories 
without the average educational attain­
ment. 

By 1989 in Tulsa County, the rela­
tion between the number of positions 
occupied by persons and the number 
of persons with the prerequisite edu­
cational attainment for these two clus­
ters of occupational categories was 
reversed from the situation in 1979. In 
1989, there were 9,623 more persons 
holding college degrees or more than 
were employed in managerial and 
professional specialty occupations. 
There were 32,698 more persons 
having some college that were 
employed in technical, sales, and 
administrative support occupations. A 
recent study conducted by Deloitte 
and Touche for the Metropolitan Tulsa 
Chamber of Commerce found that 
more than 50,000 Tulsa workers were 
employed in jobs that do not utilize 
their skills and education and that do 
not pay enough for their training and 
education (Maurer 1996). 

In 1989 services, crafts, and laborers 
were the only occupational categories 
with median educational attainment at 

the level of high school graduates. As 
noted earlier, craft occupations are 
decreasing in number. This would 
indicate that the main occupations to 
which persons with little education can 
gain entry are those with higher levels 
of part-time employment such as 
services and laborers. It is apparent 
from Table 7 that the general cluster of 
service occupations, sales, administra­
tive support, and laborers are the most 
densely populated with part-time jobs. 
These are precisely the occupational 
categories usually classified as 
secondary labor market jobs. 

The fastest growing occupational 
clusters are on the opposite sides of 
the educational and earnings divide 
from each other: managerial and 
professional specialty occupations on 
the one hand and sales and service 
occupations on the other. Thirty-four 
percent of the change in employment 
from 1990 through 1994 in the Tulsa 
area is in the first cluster. Fifty-one 
percent is in the second cluster. The 
remainder is in the middle. Thus, 
regardless of the educational level of 
the overall population, more and more 

Table 7: Percent of Workers Employed Less than 50 Weeks per Year or Less than 35 
Hours Per Week in Tulsa, Creek, and Osage Counties by Occupation 

Occupation Percent Emploved Part-time 
Manaoer 10% 
Professional 15% 
Technical 12% 
Sales 25% 
Administrative Support 19% 
Services 28% 
Crafts 12% 
Laborers 19% 
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jobs being offered in the labor market 
will not pay a living wage for many 
families. 

There is no question that higher 
education is necessary to be able to 
compete for jobs in occupations that 
pay higher wages and offer full-time 
work. But, as noted earlier, there are 
generally more persons with educa­
tional requirements for higher paying 
occupations than there are persons in 
those occupations. The proportion of 
males and females 25 years of age 
and over with more than a high school 
education has continually improved 
from 1970 to 1990 for both the popu­
lation as a whole and for Blacks. If one 
examines educational achievement 
levels for persons employed in Tulsa, 
Creek, and Osage Counties in the 
1980 and 1990 U.S. Census PUMS, 
one finds that each ten year age co­
hort born between 1935 and 1965 
increased the proportion of persons in 
that cohort with some college or higher 
educations by at least 10% during the 
ten year period. 

The combined trends of growing 
lower-paying jobs and generally in­
creasing levels of education among 
the workforce raise questions about 
the effectiveness of education as an 
antipoverty strategy. 

CONCLUSION 

If one uses Tulsa, Oklahoma, to 
test the assumptions of the rhetoric of 
the welfare reform debate, it has been 
shown that key assumptions of both 
Republicans and Democrats are 
fundamentally flawed. 

First, negative effects of the reor­
ganization of the labor market have 
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directly affected men more negatively 
than women. However, women are 
indirectly affected by having a reduced 
pool of employed males with livable 
wages as potential or actual marriage 
partners. Because marriage partners 
tend to be stratified by educational 
level and occupational cluster, women 
employed in low paying occupations 
were more negatively affected than 
women in higher paying occupations. 
Furthermore, it was argued that the 
loss of potential or actual employed 
men with livable wages could easily 
account for increased levels of poor 
families with dependent children 
headed by single females. Thus, the 
labor market and not necessarily a 
culture of dependency could account 
for higher levels of households of 
AFDC. 

Second, there are already more 
persons with educational requirements 
than there are positions requiring 
those requirements. The labor market 
continues to produce employment on 
both ends of the skill and wage 
spectrum. Moreover, the tactics of the 
routinization of jobs to deskill work, of 
outsourcing, and of contract and 
temporary labor are being applied to 
mental work as well as to menial work. 
Thus, education and training do not 
necessarily translate to higher paying 
jobs as they did before the mid-1970s. 

END NOTE 

These classifications are essen­
tially comparable between the U.S. 
Census of 1990 and 1980. How­
ever, they are not comparable with 
the occupational classification 
scheme contained in the 1970 U.S. 
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Census. To increase the compara­
bility of the 1970 U.S. Census with 
the 1980 U.S. Census and 1990 
U.S. Census, the 1970 U.S. Cen­
sus data were reclassified in the 
following manner: Professional, 
technical, and kindred workers less 
health workers (except practition­
ers) and technicians (except 
health) in the 1970 U.S. Census 
were classified as managerial and 
professional specialty occupations; 
sales workers, clerical and kindred 
workers, health workers (except 
practitioners), and technicians (ex­
cept health) in the 1970 U.S. 
Census were classified as techni­
cal, sales, and administrative sup­
port occupations; service workers 
and private household workers in 
the 1970 U.S. Census were classi­
fied as service occupations; crafts­
men, foremen, and kindred workers 
in the 1970 U.S. Census were clas­
sified as precision production, craft, 
and repair occupations; and opera­
tives, transport equipment opera­
tives, and laborers ( except farm) in 
the 1970 U.S. Census were classi­
fied as operators, fabricators, and 
laborers. 
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DEINDUSTRIALIZATION AND THE REORGANIZATION OF 
OCCUPATIONS: THE REORGANIZATION OF THE LABOR 

MARKET IN OKLAHOMA BETWEEN 1970 AND 1990 

Dr. Marvin L. Cooke 
Tulsa Community College 

ABSTRACT 
Studies of deindustrialization generally assume that the decline of craft and 
laborer occupations is principally associated with a relative loss of 
manufacturing jobs combined with a gain in service and trade jobs. This study 
tests this assumption in Oklahoma between 1970 and 1990 using a secondary 
analysis of U.S. Census data for the state as a whole and for Oklahoma City, 
Tulsa, Muskogee, Ardmore, and McAlester. Deindustrialization was found 
principally in Tulsa. Oklahoma City and McAlester lost a significant proportion of 
employment in the government sector. Tulsa, Oklahoma City, and McAlester 
each lost significantly more employment in craft and laborer occupations and 
gained more employment in managerial, professional, and technical 
occupations than can be accounted for by the change in the industrial 
distribution of employment alone. In most areas included in the study, 
employment in administrative support occupations decreased more than 
expected from changes in the distribution of employment by industry alone while 
sales occupations increased. This additional change in the occupational 
distribution was associated with the reorganization of occupations within 
industries. Finally, a doubling of the rate of part-time workers occurred that 
cannot be accounted for by the proportional change of employment by industry 
or by occupation within industries. 

* originally printed in Free Inquiry in Creative Sociology 29(1). 

INTRODUCTION 

Deindustrialization has been a well­
studied phenomenon in the United 
States beginning with the closing of 
factories in the "rust belt" in the 
midwest and northeast in the 1970s. 
Its causes have been linked to the 
natural maturation of the economy 
(Levy 1998; Alderson 1999), down­
turns in the business cycle (Rowthorn 
and Wells 1987; Levy 1987 1998; Al­
derson 1999); exporting jobs (Blues-
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tone and Harrison 1982; Harrison and 
Bluestone 1988; Yates 1994), and im­
porting cheap foreign goods (Wood 
1994; Alderson 1999). Its effects have 
been linked to personal and family 
deterioration (Newman 1998; Wilkie 
1991; Schor 1991; Cooke 1998) and 
to increasing income inequality (Levy 
1987, 1998; Yates 1994). Much of the 
labor movement and many leftists 
have adopted deindustrialization -de­
fined as a loss of blue-collar jobs in 
manufacturing- as the principal focus 
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for political action. Globalization -an 
expanded explanation for exporting 
jobs- tends to be identified as the driv­
ing force behind deindustrialization 
(Schwartz 2000a, 2000b; Tabb 2000). 

Though many studies of deindus­
trialization and the political agenda of 
much of the labor movement assume 
that the loss of manufacturing jobs 
tells the story of the loss of blue-collar 
employment, other studies link the de­
cline of the blue-collar employment 
with how occupations and work are 
organized within firms. For example, 
Gordon (1996) found that the decline 
of blue-collar workers was due to si­
multaneously overstaffing manage­
ment while cutting blue-collar employ­
ment and wages. Another important 
development in how occupations have 
been reorganized is the growth of part­
time work in various occupations. For 
example, Edwards (1979) demonstrat­
ed how the labor process has seg­
mented employment into full-time em­
ployment and "casual" employment in 
several industrial sectors. While 
commentators on the labor movement 
have noted the need for organizing 
workers to resist such changes, there 
is still a strong tendency for labor to 
define its problems in terms of the loss 
of manufacturing jobs to other coun­
tries or in terms of the growth of the 
service sector (Moberg 2000). Both 
definitions focus on changes in indus­
trial sectors rather than changes in the 
occupational structure within industrial 
sectors. 

The purpose of this study is to ex­
plore how much the loss of blue-collar 
jobs is associated with the proportional 
loss of employment in manufacturing 
and how much the loss of blue-collar 
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jobs is associated with the proportional 
change in occupations within all indus­
tries. Additionally, how much of the 
increase in part-time employment is 
associated with proportional changes 
in employment by industrial sector, 
how much is it associated with propor­
tional reorganization of occupations 
within industries, and how much is it 
as a factor independent of the propor­
tional changes? These questions were 
explored using a secondary analysis 
of U.S. Census data for the state of 
Oklahoma for 1970 and 1990. Chang­
es in employment by industry and by 
occupation were explored and com­
pared for the state as a whole, for the 
two largest urban areas in the state, 
Oklahoma City and Tulsa, and for 
three larger towns in the eastern part 
of the state: McAlester, Ardmore, and 
Muskogee. 

DEINDUSTRIALIATION AND 
THE REORGANIZATION OF 
OCCUPATIONS AND WORK 

Deindustrialization is often defined 
as a decline in the relative proportion 
of employment in manufacturing as an 
industrial category. For example, Al­
derson (1999:702) defined deindustri­
alization "as the decline of manufac­
turing employment relative to employ­
ment in other sectors." Since manu­
facturing as an industrial category has 
an occupation distribution in which 
craft and laborer occupations are con­
centrated, one would expect a decline 
in the proportion of persons employed 
in laborer and craft occupations as 
manufacturing declines as a fraction of 
total employment. Similarly, one would 
expect a relative increase in the pro-
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portion of those employed in service 
and sales occupations with an in­
crease in the proportion of those 
employed in the service and trade 
industrial sectors. If deindustrialization 
alone is the cause of the decline of 
blue-collar jobs, one should be able to 
predict the changes in the distribution 
of employment by occupation by 
changes in the distribution of employ­
ment by industrial category alone. 

There are ways that manufacturing 
declines could increase the decline in 
craft and laborer occupations beyond 
what one would expect from the 
decline in manufacturing alone. Sever­
al mechanism have been defined that 
would accelerate the loss of blue-col­
lar jobs beyond what one would ex­
pect solely from deindustrialization. 

According to the international divi­
sion of labor model (Cohen 1981; 
Reich 1983), the proportion of the la­
bor force in manufacturing could de­
cline by moving manufacturing plants 
outside the United States while 
retaining management, engineering, 
and sales functions within the United 
States. Employment in manufacturing 
as an industrial sector would decline 
here, but employment in craft and la­
borer occupations would decline even 
more rapidly because of the changing 
mixture of occupations in manufactur­
ing left in the United States. Maume 
(1987), Lobao (1990), and Brown and 
Hirschi (1995) found that such divi­
sions of labor can also occur between 
urban and rural areas. 

Levy (1987, 1998) suggested that 
the decline of an industrial sector in 
and of itself could both decrease the 
relative proportion of employment in 
that sector and rearrange employment 
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by occupation within it. For example, a 
large number of blue-collar workers 
permanently lost their jobs with plant 
closings in the 1970s. Similarly, many 
administrative support positions were 
permanently eliminated with the con­
solidation of the financial sector in the 
1980s. 

Fundamental changes in how work 
is organized could also change the 
distribution of employment by occupa­
tion within different industrial sectors 
and across industrial sectors. Just as 
the digital revolution automated and 
deskilled work in manufacturing, Gar­
son (1988) found that the same hap­
pened in the office environment. Levy 
(1998) reported shifts in employment 
from administrative support to sales 
occupations as industrial sectors have 
come under competitive pressure and 
as administrative support functions 
have become automated. Office 
environments are broadly distributed 
across industrial sectors. Gordon 
( 1996) found that the decline in blue­
collar employment and wages was a 
result of management overstaffing and 
overpaying itself at the expense of 
blue-collar employment and wages. 
Power differences in a hierarchical or­
ganization enable managers to exploit 
workers. 

In addition to changing the distribu­
tion of occupations within industries, 
several mechanisms similar to those 
identified above seem to contribute to 
an increase in part-time employment. 
On the demand side of the labor 
market, Edwards (1979) demonstrated 
how the labor process has segmented 
employment into full-time employment 
and "casual" employment across in­
dustrial sectors. Wasmer (1999) found 
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that a slow-down in the growth of labor 
productivity and higher levels of popu­
lation encourage temporary employ­
ment. Bluestone and Rose (1998) 
found that firms have shifted away 
from dealing with economic growth by 
hiring more full-time workers as in the 
1970s to either employing workers 
longer hours or employing additional 
part-time workers in the 1980s and 
1990s. On the supply side of the labor 
marker, Yates (1996) found that work­
ers deal with household income main­
tenance in the face of stagnant wages 
and a weak labor marker by working 
more part-time jobs. 

In reviewing these findings, three 
things stand out. First, these mechan­
isms are more pervasive than simply 
those associated with deindustrializa­
tion because they affect or potentially 
affect all industrial sectors rather than 
simply the manufacturing sector. Sec­
ond, these mechanisms affect more 
than traditional blue-collar jobs. For 
example, employment in administra­
tive support positions was lost while 
sales positions were added across 
various industrial sectors. Finally, 
some of these mechanisms contribute 
to the growth of part-time employment. 

To investigate these trends in Okla­
homa, employment in nonagricultural 
industrial sectors was analyzed to test 
whether deindustrialization as a pro­
portional loss of manufacturing oc­
curred between 1970 and 1990. Alder­
son (1999) found that manufacturing 
comprised 25% of nonagricultural em­
ployment in developed nations in 
1970, but only 20% in 1990. Was the 
level of manufacturing in Oklahoma in 
1970 and 1990 similar to the average 
developed country? This was explored 
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for Oklahoma City, Tulsa, McAlester, 
Ardmore, and Muskogee as well as for 
the state as a whole. 

To explore whether changes in em­
ployment by occupational category 
were principally associated with 
changes in employment by industry or 
by changes of employment by occu­
pation within industries, three distri­
butions of employment by occupation 
were generated and compared for 
each of the areas in the study. A per­
cent distribution of employment by oc­
cupation was first calculated for 1970. 
A percent distribution of employment 
by occupation was then calculated 
using the distribution of employment 
by industry for 1990 and the 1970 oc­
cupational distribution of employment 
for each industry. This provides a pic­
ture of the occupational distribution of 
employment expected in 1990 if 
changes in the occupational distribu­
tion were due to changes in the indus­
trial distribution alone. Finally, a per­
cent distribution of employment by oc­
cupation was calculated for 1990. By 
comparing the distribution that is 
expected from changes in the indus­
trial distribution alone with the distribu­
tion that actually occurred because of 
changes in both the industrial distribu­
tion and the occupational distribution 
within each industry, one can estimate 
the relative importance of deindustriali­
zation compared to the reorganization 
of occupations within industries on the 
loss of blue-collar and administrative 
support occupations. 

To determine whether part-time 
employment increased by occupation, 
the percent of employed persons from 
16-64 years of age that were normally 
employed less than 35 hours per week 
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in each occupation in 1970 and 1990 
for the state as a whole was calcu­
lated. The separate effects of changes 
in the distribution of employment by 
industry, by occupation within indus­
tries, and by the proportion of persons 
employed less than 35 hours per week 
in each occupation within each indus­
try on the overall distribution of per­
sons employed less than 35 hours per 
week by occupation were explored. 
Because of problems with the compar­
ability of smaller areas between the 
1970 and 1990 Public Use Microdata 
Samples (U.S. Bureau of the Census 
1973c, 1992c) and because of limita­
tions with the 1970 statewide sample 
used by this researcher, only a state­
wide comparison of part-time employ­
ment by industry by occupation was 
made. 

METHODS AND DATA 

From the technical documentation 
included in the U.S. Census Public 
Use Microdata Samples from 1970 
and 1990 (U.S. Bureau of the Census 
1973c, 1992c), certain issues of the 
comparability of data between the 
1970 and 1990 U.S. Census for the 
purpose of this study are apparent. 
The definition of the Oklahoma City 
and Tulsa Metropolitan Statistical 
Areas changed between 1970 and 
1990. The 1970 definition was used to 
define Oklahoma City as Oklahoma, 
Canadian, and Cleveland Counties 
and the Tulsa as Tulsa, Osage, and 
Creek Counties. There were some in­
consistencies in the definition of occu­
pations in nonagricultural industrial 
sectors. Some managerial, profession­
al, and technical occupations classi-
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fied under one of these categories in 
1970 were classified in another in 
1990, and some specific occupations 
were added. If one aggregates all of 
the occupations under one general 
category -managerial, professional, 
and technical occupations- the com­
parability between time periods is sig­
nificantly improved. In 1990, some 
workers in nonagricultural industrial 
sectors were classified in agricultural 
occupations. None were classified in 
1970. The workers so classified in 
1990 appear to be principally laborers. 
One could have classified some of 
them as craft workers. Since most 
agricultural occupations in nonagricul­
tural industries seemed to be laborers, 
they were classified as such. This pro­
bably slightly overstates the proportion 
of workers that are laborers and 
understates the proportion of workers 
that are craft workers in 1990. 

To test whether a proportional loss 
of manufacturing occurred between 
1970 and 1990, the tables, "Occupa­
tion of Employed Persons by Industry 
Group and Sex: 1970" and "Industry of 
Employed Persons and Occupation of 
Experienced Unemployed Persons for 
Places of 10,000 to 50,000: 1970," 
from the 1970 U.S. Census (1973a) 
and the tables, "Industry of Employed 
Persons: 1990," from the 1990 U.S. 
Census (1992a) were used to calcu­
late a percent distribution of employed 
persons 16 years and over by nonagri­
cultural industrial categories for the 
state as a whole, Oklahoma City, Tul­
sa, and the towns of McAlester, Ard­
more, and Muskogee for 1970 and 
1990. These distributions and results 
are reported in Table 1. 

To explore whether changes in 
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employment by occupational categor­
ies were principally associated with 
changes in employment by industry or 
by changes of employment by occupa­
tion within industrial categories, three 
distributions of employment by occu­
pation were generated and compared 
for each of the areas in the study. 
First, a percent distribution of employ­
ment by occupation was calculated for 
1970 using "Occupation of Employed 
Persons by Industry Group and Sex: 
1970" and "Occupation and Earnings 
for Places of 10,000 to 50,000: 1970" 
from the 1970 U.S. Census (1973a) 
for all of the areas in the study. Using 
the above data sources, a percent dis-

tribution of employment by occupation 
was calculated using the industrial 
distribution of employment for 1990 
and the 1970 occupational distribution 
of employment within each industry for 
the state as a whole, Oklahoma City, 
Tulsa, and the part of the state ex­
cluding Oklahoma City and Tulsa. 

Since census data for McAlester, 
Ardmore, and Muskogee do not in­
clude a cross classification of occupa­
tion by industry for 1970, the occu­
pation by industry distribution for the 
part of the state excluding Oklahoma 
City and Tulsa adjusted by the overall 
occupational distribution for the three 
towns in 1970 were used for this pro-

Table 1: Percent Distribution of Nonagricultural Employment in Oklahoma by 
Industry 

Statewide Oklahoma City 
lndustrv 1970 1990 1970 1990 
Mininq 4 3 2 2 
Construction 7 6 6 5 
Manufacturing 17 15 14 12 
TCPU * 7 8 7 7 
Trade 23 22 22 23 
FIRE** 5 6 6 7 
Services 29 34 29 35 
Government 8 6 14 9 

McAlester Ardmore 
lndustrv 1970 1990 1970 1990 
Mininq 1 3 4 4 
Construction 6 4 7 5 
Manufacturing 15 13 14 13 
TCPU * 8 5 6 6 
Trade 15 23 25 26 
FIRE** 3 5 5 7 
Services 28 34 33 35 
Government 24 13 6 4 
* Transportation, Communications, and Public Ut1ht1es 
** Finance, Insurance, and Real Estate 
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Tulsa 
1970 1990 

5 3 
6 5 

21 16 
9 10 
23 23 
6 7 
26 33 
4 3 

Muskogee 
1970 1990 

0 0 
7 5 
16 18 
8 6 
28 24 
5 6 
30 35 
6 6 
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Table 2: Percent Distribution of Nonagricultural Employment in Oklahoma by 
Occupation 

Actual Distribution in 1970 
Occuoation Statewide Oklahoma Citv Tulsa 
Manaqer et al.* 25 27 26 
Sales 7 8 9 
Administrative Support** 18 21 20 
Services 15 13 12 
Crafts 15 14 15 
Laborers 20 17 18 

Occuoation McAlester Ardmore Muskoaee 
Manaqer et al.* 23 27 25 
Sales 7 9 9 
Administrative Support** 18 16 17 
Services 16 18 17 
Crafts 16 12 16 
Laborers 20 18 19 

Expected in 1990 Based on Occupational Distribution by 
I d Industry in 1970 and n ustrial Distribution in 1990 

Occuoation Statewide Oklahoma Citv Tulsa 
Manaoer et al.* 26 28 26 
Sales 8 9 9 
Administrative Support** 18 21 19 
Services 16 15 14 
Crafts 14 12 13 
Laborers 18 15 19 

Occuoation McAlester Ardmore Muskogee 
Manaqer et al.* 25 28 26 
Sales 10 9 9 
Administrative Support** 16 17 17 
Services 17 18 18 
Crafts 14 11 12 
Laborers 18 17 18 

* Managerial, Professional Specialty, and Technical Occupations 
** Administrative Support Occupations 

cedure for the three towns. This 
provides a picture of the occupational 
distribution of employment that one 
would expect in 1990 if changes in the 
occupational distribution were due to 
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changes in the industrial distribution 
alone. Finally, a percent distribution of 
employment by occupation was calcu­
lated for 1990 for all defined areas in 
the study using the table, "Occupation 
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of Employed Persons: 1990" (1992a). 
These distributions are reported in 
Table 2. 

To explore the relative contribution 
of changes in employment by industry, 
by occupation within industries, and by 
the use of part-time workers within oc­
cupations within industries to changes 
in part-time employment by occupation 
across industries, the U.S. Census 
Public Use Microdata Samples 
(PUMS) from 1970 (1973b) and 1990 
( 1992b) were used to estimate the 
percent of employed persons 16 
through 64 years of age that were nor­
mally employed less than 35 hours per 
week in each occupation in 1970 and 
1990 for the state as a whole. Follow­
ing the suggestions in the technical 
documentation (U.S. Bureau of the 
Census 1973c ), the 1970 estimate 
was created by combining the 1/100 

sample from the 5% sample and the 
1/100 sample from the 15% sample of 
the PUMS to create a 2% sample. The 
1990 estimate was created from the 
5% sample PUMS. Because of prob­
lems with comparability of smaller 
areas between the 1970 and 1990 
Public Use Microdata Samples, only a 
statewide comparison of part-time em­
ployment by industry by occupation 
was made. Two additional distributions 
were created. First, the percent of 
part-time workers for each occupation 
that would be expected from the 1990 
industrial distribution, the 1970 occu­
pational distribution by industry, and 
the 1970 distribution of part-time work­
ers in each occupation in each indus­
try was calculated to estimate the ef­
fect of the change in the industrial dis­
tribution alone on part-time employ­
ment. Second, the percent of part-time 

Table 2 (continued): Percent Distribution of Nonagricultural Employment in 
Oklahoma by Occupation 

Actual Distribution in 1990 
Occuoation Statewide Oklahoma Citv 

Manaqer et al.* 27 32 
Sales 12 13 
Administrative Support** 16 18 
Services 16 14 
Crafts 12 10 
Laborers 17 13 

Occuoation McAlester Ardmore 
Manaqer et al.* 29 28 
Sales 11 14 
Administrative Suooort** 18 15 
Services 18 16 
Crafts 12 10 
Laborers 12 17 
* Managerial, Professional Specialty, and Technical Occupations 
** Administrative Support Occupations 
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Tulsa 
32 
13 
17 
13 
12 
13 

Muskoaee 
26 
14 
15 
17 
10 
18 
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Table 3: Percent of Employees 16 through 64 Years of Age in Oklahoma Typically 
Employed Less than 35 Hours per Week in Each Occupation 

Expected from 
1990 industrial, 

1970 occupational, 
Occupation 1970 1970 part-time 

Manager et al.* 9 9 
Sales 16 16 
Administrative Suooort** 13 13 
Services 20 20 
Crafts 10 10 
Laborers 13 13 
All Employees 13 13 

Expected from 
1990 industrial, 

1990 occupational, 
Occupation 1970 part-time 1990 

Manaqer et al.* 9 18 
Sales 16 37 
Administrative Suooort** 13 28 
Services 19 48 
Crafts 10 16 
Laborers 13 23 
All Employees 13 27 
* Managerial, Professional Specialty, and Technical Occupations 
** Administrative Support Occupations 

workers for each occupation that 
would be expected from the 1990 in­
dustrial distribution, the 1990 occupa­
tional distribution by industry, and the 
1970 distribution of part-time workers 
in each occupation in each industry 
was calculated to estimate the effect 
of the changes in the industrial distri­
bution and in the occupational distribu­
tion within each industry on part-time 
employment. The results are reported 
in Table 3. 
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FINDINGS 

Statewide employment in manufac­
turing in Oklahoma hardly meets the 
standards of a developed nation. 
Instead of having 25% of nonagricul­
tural employment in manufacturing as 
did most developed nations in 1970 
(Alderson, 1999). Oklahoma's employ­
ment in manufacturing was only 17%. 
While Alderson (1999) found that em­
ployment in manufacturing in devel­
oped nations dropped to 20% by 1990, 
Oklahoma's employment in manufac­
turing dropped only to 15%. While 
Oklahoma was not as industrialized as 



FREE INQUIRY IN CREATIVE SOCIOLOGY Volume 41, Number 1, Spring 2013 

the average developed nation in 1970, 
it also did not experience the level of 
deindustrialization between 1970 and 
1990. 

Tulsa most resembled a developed 
nation with respect to deindustrializa­
tion. Nonagricultural employment in 
manufacturing in Tulsa dropped from 
21% in 1970 to 16% in 1990. As with 
the state as a whole, Oklahoma City, 
Ardmore, and McAlester had lower 
initial levels of employment in manu­
facturing and small changes in levels 
between 1970 and 1990. Against the 
trend of deindustrialization, Muskogee 
gained employment in manufacturing 
from 16% in 1970 to 18% in 1990. 
Employment in manufacturing in Mus­
kogee in 1990 was almost at the level 
of the average developed nation re­
ported by Alderson (1999). 

Some locations had higher propor­
tions of employment in certain indus­
tries than average for the state in 1970 
and lost significant proportions of em­
ployment in those industries between 
1970 and 1990. Employment in gov­
ernment in Oklahoma City -the state 
capitol- dropped from 14% of nonagri­
cultural employment in 1970 to 9% in 
1990. In McAlester, employment in 
government dropped from 24% to 13% 
between 1970 and 1990. Two towns 
experienced a greater gain or loss in 
employment in trade than the state 
average. Between 1970 and 1990, 
McAlester gained five percentage 
points of nonagricultural employment 
in trade while Muskogee lost four 
percentage points. 

Consistent with the deindustrializa­
tion model, employment in the service 
sector increased between 1970 and 
1990 from five to seven percentage 
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points for all areas in the study except 
Ardmore. No industrial category of 
nonagricultural employment in Ard­
more gained or lost more than two 
percentage points between 1970 and 
1990. 

While it is evident from the above 
examination of Table 1 that changes in 
nonagricultural employment by indus­
try have occurred, the distributions in 
Table 2 indicate that these changes 
have played a minor role in changes in 
the occupational distribution. If one 
compares the actual occupational dis­
tribution for 1970 with that expected in 
1990 based on the occupational distri­
bution by industry in 1970 and the in­
dustrial distribution in 1990 and with 
the actual occupational distribution for 
1990, 38% of the redistribution of em­
ployment by occupation between 1970 
and 1990 appears to be attributable to 
changes in the distribution of employ­
ment by industry alone for the state as 
a whole, 33% for Oklahoma City, 23% 
for Tulsa, 29% for Muskogee and for 
Ardmore, and 43% for McAlester. 
Most of the change in the overall dis­
tribution of occupations appears to be 
rooted in changes in how occupations 
are organized within industries rather 
than in changes in the distribution of 
employment by industry alone, i.e., 
deindustrialization. 

An examination of each occupation 
in Table 2 reveals that more than blue­
collar occupations were affected by 
the reorganization of occupations with­
in industries. Consistent with Levy's 
(1998) findings, the proportion of those 
employed in administrative support 
occupations decreased between 1970 
and 1990 more than one would expect 
from changes in the industrial distribu-
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tion alone as the proportion of those 
employed in sales occupations in­
creased more than expected. This was 
the most uniform change in the distri­
bution of occupations across all towns 
and cities as well as the state as a 
whole with the exception of McAlester. 
In McAlester, the proportion employ­
ment in both sales and administrative 
support occupations increased more 
than expected from the change in the 
distribution of employment by industry 
alone. 

Changes in the organization of 
occupations within industries de­
creased the proportion employed in 
service and craft occupations by 1990 
somewhat more than one would ex­
pect from changes in the proportion of 
the workforce employed by industry 
alone. While ohe would expect small 
gains in the proportion of those em­
ployed in service occupations because 
of changes in employment by industry 
alone, the gains exactly equaled what 
one would expect for the state as a 
whole and were slightly less than ex­
pected for all of the towns and cities in 
the study. While one would expect 
small losses in the proportion of those 
employed in craft occupations be­
cause of changes in employment by 
industry, the losses were somewhat 
larger than expected for the state as a 
whole as well as for all of the towns 
and cities in the study. 

Changes in the proportion of em­
ployment in managerial, professional 
specialty, and technical occupations 
and in laborer occupations represent 
an interesting case. For the state as a 
whole and for the towns of Muskogee 
and Ardmore, most of the small 
decline in the proportion of those 
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employed in laborer occupations and 
small increase in the proportion of 
those employed in managerial, profes­
sional specialty, and technical occupa­
tions can be accounted for by changes 
in the distribution of employment by 
industry alone. But for Tulsa, McAles­
ter, and, to a lesser extent, Oklahoma 
City, employment in managerial, pro­
fessional specialty, and technical oc­
cupations increased, and employment 
in laborer occupations decreased sig­
nificantly more than expected because 
of changes in the industrial distribution 
alone. 

One might be able to argue that 
Tulsa represents a case consistent 
with the international division of labor 
theory of deindustrialization. However, 
since Tulsa experienced a significant 
loss in the proportion of those em­
ployed in manufacturing while McAles­
ter and Oklahoma City experienced a 
significant loss of those employed in 
government, something other than the 
mechanisms associated with deindus­
trialization must affect the reorganiza­
tion of occupations. The one factor af­
fecting Oklahoma City and McAlester 
with respect to government and Tulsa 
with respect to manufacturing was a 
significant decline in the proportion of 
those employed in those industrial 
sectors. As Levy (1998) suggested, 
the downsizing of an industrial sector 
in and of itself may well affect the loss 
of laborers in an industry. 

From Table 3 it appears that part­
time employment for all workers in the 
state of Oklahoma has more than 
doubled between 1970 and 1990. 
Proportionally, craft occupations have 
been affected least by this trend 
followed by laborer occupations and 
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managerial, professional specialty, 
and technical occupations. Sales, ser­
vice, and administrative support occu­
pations have been affected most by 
this trend. All occupations seem to 
have been affected by the introduction 
of "casual" labor (Edwards 1979). 

If one compares the first and sec­
ond columns in Table 3, the distribu­
tions are the same. Thus, the change 
in the industrial distribution of employ­
ment alone between 1970 and 1990 
does not seem to increase part-time 
employment overall for any occupa­
tion. If one compares the first two 
columns with the third column, the 
distributions are almost the same. The 
only difference occurs with a 1 % de­
crease of part-time workers for service 
occupations. Thus the change in the 
industrial distribution of employment 
combined with the change in the distri­
bution of occupations within industries 
between 1970 and 1990 does not 
seem to increase part-time employ­
ment overall for any occupation. The 
increase in part-time work within each 
occupation appears to be a third, 
independent way in which the labor 
market changed between 1970 and 
1990. 

CONCLUSION 

This study explores to what degree 
the decline in blue-collar jobs in Okla­
homa between 1970 and 1990 was re­
lated to deindustrialization and to what 
degree it was related to the reorgani­
zation of occupations. Deindustrializa­
tion was found principally in Tulsa. 
Oklahoma City and McAlester lost a 
significant proportion of employment in 
the government sector. Tulsa, Oklaho-
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ma City, and McAlester each lost sig­
nificantly more employment in craft 
and laborer occupations than can be 
accounted for by changes in the indus­
trial distribution of employment. The 
abnormally large loss of employment 
in craft and laborer occupations and 
gain of employment in managerial, 
professional, and technical occupa­
tions was associated with the reorgan­
ization of occupations within indus­
tries. The most consistent shift in em­
ployment from place to place was the 
shift from employment in administra­
tive service to sales occupations. This 
change is almost completely attributa­
ble to occupational changes within 
industries. 

A doubling of the rate of part-time 
workers occurred that cannot be ac­
counted for by the proportional change 
of employment by industry or by occu­
pation within industries. The increase 
in part-time jobs was least pronounced 
in craft, laborer, and managerial, pro­
fessional, and technical occupations 
and most pronounced in sales, ser­
vice, and administrative support occu­
pations. On average, the part-time 
worker in each occupation earned a­
bout one-third what the full-time work­
er earned. This makes the increase in 
part-time work across occupations the 
most problematic change in the labor 
market explored in this study for 
income inequality. 

The use of the decennial census of 
population and housing does not 
easily allow one to test the relative 
contribution of the various factors 
identified in other studies as contribu­
ting to deindustrialization or to the 
reorganization of occupations within or 
across industries. But this study dem-
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onstrates that one can use the decen­
nial census of population and housing 
to assess the relative importance of 
industry based changes and occupa­
tional based changes within industries 
on overall distribution of occupations 
and on part-time employment in a geo­
graphical area. The findings of this 
study suggest that the labor move­
ment should focus more on factors af­
fecting the organization of existing in­
dustries. While deindustrialization has 
contributed to the loss of good paying 
blue-collar jobs, factors that have been 
working on the occupational distribu­
tion of existing industries seem to 
contribute as much or more to the loss 
of those jobs. 
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TESTING SOME TRUISMS ABOUT POVERTY IN OKLAHOMA* 

Dr. Marvin L. Cooke 
Tulsa Community College 

Abstract 
Four truisms about poverty are often heard in Oklahoma: Dependency causes 
poverty, education solves poverty, discrimination is no longer a problem, and a 
rising economic tide floats all boats. This paper uses publicly available sources 
-such as the U.S. Census- to test these truisms in Oklahoma. From 1999 and 
2006 it was found that poverty increased in the face of decreased public 
assistance, that poverty increased in the face of increased education levels, 
that higher rates of poverty level wages were paid to minorities and women 
than to white men, that poverty level wages were a part of the labor market 
and that poverty rises and falls as the proportion of jobs that pay poverty level 
wages rises and falls, and that real wages fell as per capita gross domestic 
product rose. After a close examination of various industrial sectors and of 
recent cross national studies, it was concluded that a rising floor under the 
labor market is more effective at reducing poverty than a rising general tide of 
economic growth. 

* originally printed in Free Inquiry in Creative Sociology 2010 38(2). 

INTRODUCTION 

Depending on where one lives and 
on what media one consumes, one 
can hear various truisms about pov­
erty and its causes. In my state of 
Oklahoma, I often hear that assistance 
to poor people causes them to be de­
pendent and thereby traps them in 
poverty. A truism that one hears from 
educators is that education can de­
crease poverty. Another truism heard 
is that discrimination does not really 
happen now and therefore has no 
affect on poverty. I also hear from both 
conservatives and liberals that a rising 
tide -meaning economic growth in 
general- raises all boats, which is 
another statement of the trickle-down 
theory of economic growth. 
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One can find studies that debunk 
these truisms. For example, Iceland 
(2003) found that, while poverty de­
creased in real terms as the gross 
domestic product increased prior to 
1973, the poverty rate marginally in­
creased in a recession and marginally 
decreased during growth after 1973. 
Beginning in the late 1970s, Bluestone 
(1995) found that inequality in wages 
actually increased after recoveries 
from recessions. The factors that 
Iceland and Bluestone found associ­
ated with the change in how the labor 
market affects poverty after the 1970s 
have been reported in Oklahoma 
(Maril 2000; Cooke 2001) and include 
deindustrialization, the growth of the 
service sector, globalization, the large 
cohorts of the baby boom, the growth 
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of women in the labor market, the 
decline of unionization, and the flight 
of education and jobs from the central 
cities to the suburbs. Yet, one still 
finds truisms used in public discourse 
based on the performance of the 
economy before 1973. 

The purpose of this study is to look 
at these truisms one more time in the 
state of Oklahoma. 

Truism 1: Welfare causes poverty 
by causing dependency 

One side of the welfare reform 
debate in the 1990s (Cooke 1998) 
claimed that welfare causes poverty 
by encouraging people to stay on the 
dole and thereby remain poor. One 
still hears this truism today in argu­
ments against extending unemploy­
ment benefits in the face of 10% 
unemployment (Noah and York 2010). 
To test this truism, the TANF statistics 
from the Oklahoma Department of 
Human Services were combined with 
information about families from the 
2000 Census and the 2006 American 
Community Survey. In 2000, there 
were 927,703 families in Oklahoma 
with children under 18. Eleven percent 
of these families were poor and there­
by could quality for welfare/TANF. If 
one uses the December 2000 TANF 
case report as an indicator of the 
number of families on TANF, almost 
one out of five families that were poor 
with children under 18 were on TANF 
in 2000. By December 2007 -using 
the 2006 American Community survey 
to estimate the number of poor 
families- just over one out of ten 
families that were poor with children 
under 18 were on TANF. With a drop 
of TANF participation by eligible fami-
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lies of almost half, one would expect 
the poverty rate to drop if dependency 
caused poverty. Instead, the poverty 
rate rose to 13% for families with child­
ren under 18. This does not support 
the truism that dependency causes 
poverty. 

Truism 2: Raising education levels 
reduces poverty 

The relationship between educa­
tion, the labor market, and poverty can 
be seen in the Oklahoma Employment 
Outlook 2014. In projecting the labor 
market from 2004 to 2014, the authors 
projected the educational credentials 
required for the labor market during 
this time period (Carpenter et al. 
2006:16). About 59% of the jobs ex­
pected to be created during this period 
can be done with a high school edu­
cation or less. Given current poverty 
rates by education and the study's 
expected distribution of educational 
requirements for added employment 
over the next ten-year period, one 
could expect that there will be a pov­
erty rate of about 19% among those in 
the jobs created. Thirty-one percent of 
the jobs projected to be created in 
Oklahoma between 2004 and 2014 
will only require "short-term on-the-job 
training." The good news is that this 
type of job requires very few skills, can 
be learned with a short demonstration 
of duties, and assures that there will 
be some jobs for high school dropouts. 
The bad news is that this type of job 
lends itself to poverty rate wages, high 
turnover, and part-time employment. 

Finally, according to U.S. Census, 
the percent of Oklahomans 25 years 
of age and older that had more than a 
high school education marginally in-
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creased from 49.2% in 1999 to 51.2% 
in 2006. Over the same time period, 
the poverty rate increased from 13 % 
to 16%. Contrary to education advo­
cates, the nature of jobs created by 
the economy tends to affect educa­
tional levels required rather than 
increasing education levels causing 
good jobs to be created. 

Truism 3: Discrimination is not 
really a problem nowadays. Thus, it 
can have no effect on poverty. 

Poverty level wages 1 are a part of 
the labor market. For workers from 25 
to 61 years of age2 , about one in ten 
were paid a poverty wage rate for a 
household of three in mining, in trans­
portation, communications, and public 
utilities, and in wholesale trade. About 
one in eleven were paid at a poverty 
wage rate in public administration. 
These were the industrial sectors that 
had the lowest proportion of jobs that 
paid at the poverty level or lower. With 
respect to sex and race among these 
industries, women are 74% less likely 
to receive a poverty wage rate than 
men in mining and about equally likely 
to receive a poverty wage rate as men 
in wholesale trade. Minorities are 42% 
more likely to receive a poverty wage 
rate than whites in mining but only 8% 
more likely in wholesale trade. Women 
are 35% more likely to receive a pov­
erty wage rate than men in public ad­
ministration and 96% more likely in 
transportation, communications, and 
public utilities. Minorities are 64% 
more likely to receive a poverty wage 
rate than whites in public administra­
tion but are about equally likely to 
receive a poverty wage rate as whites 
in transportation, communications, and 
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public utilities. Women composed 18% 
of workers in mining, 22% in whole­
sale trade, 27% in transportation, com­
munications, and public utilities, and 
44% in public administration. Minori­
ties composed 15% of workers in min­
ing, 12% in wholesale trade, 14 % in 
transportation, communications, and 
public utilities, and 22% in public ad­
ministration. The two industries that 
proportionally contained more women 
also were more likely to pay women 
poverty rate wages. Similarly, the two 
industries that proportionally contained 
more minorities were more likely to 
pay minorities poverty rate wages. 

About one worker in seven was 
paid at a poverty wage rate in manu­
facturing and in finance, insurance, 
and real estate. Women were 28% 
more likely to receive a poverty wage 
rate in finance, insurance, and real 
estate, which was the industry with 
next to the highest concentration of 
women workers at 65%. Minorities 
were 77% more likely to receive a pov­
erty wage rate in finance, insurance, 
and real estate. They composed 14% 
of workers in the 25 to 61 years age 
range in the industry. Twenty-six 
percent of workers in manufacturing 
were women, who were 142% more 
likely to receive a poverty wage rate 
than men. Twenty percent of workers 
were minorities. They were 78% more 
likely to be paid a poverty wage rate 
than whites. 

About one in five workers were 
paid at a poverty rate in construction. 
Women only make up 10% of con­
struction workers and are 17% Jess 
likely than men to receive a poverty 
wage rate. Minorities make up 18% of 
construction workers and are 4 7% 
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more likely than whites to receive a 
poverty wage rate. About one in four 
were paid at a poverty rate in services. 
Women were 12% more likely to re­
ceive a poverty wage rate in services, 
which was the industry with the high­
est concentration of women workers at 
67%. Minorities make up 19% of ser­
vice workers and are 63% more likely 
than whites to receive a poverty wage 
rate. And about one in three were paid 
at a poverty rate in retail sales and in 
agriculture. Women were 80% more 
likely to receive a poverty wage rate in 
retail sales and made up 52% of 
workers in the industry. Minorities 
were 63% more likely than whites to 
receive a poverty wage rate in retail 
sales and composed 17% of workers. 
In agriculture, women were 22% more 
likely to receive a poverty wage rate 
and composed 22% of workers. Minor­
ities were 76% more likely than whites 
to receive a poverty wage rate and 
composed 14% of workers. 

Overall in 2006, 19.4% -or about 
one in five- jobs paid at a poverty rate 
for a household of three. This is pro­
portional to the household poverty rate 
for the state of 16%. Overall, women 
made up 47% of wage earners in the 
25 to 61 years age range. They were 
47% more likely to receive a poverty 
wage rate than men. Minorities com­
posed 19% of wage earners in the 25 
to 61 year age range. They were 57% 
more likely to receive a poverty wage 
rate than whites. 

We are about 40 years beyond the 
passage of the federal legislation that 
made discrimination illegal. We have 
had enough time to have the age 
cohorts who lived under segregation 
pass through the work force. Should 
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we still see such discrepancies in out­
comes if discrimination were not a fac­
tor in hiring and promotion? Obviously, 
since women and minorities are the 
most likely to receive a poverty wage, 
simply stopping discrimination should 
decrease the poverty rate in Oklaho­
ma. 

Truism 4: A rising tide raises all 
boats 

Since most of us live by earning a 
wage, the most likely cause of poverty 
is the labor market itself. To test this in 
Oklahoma, look at the proportion of 
poverty level jobs in the labor market 
and the poverty rate in a neighboring 
state, Kansas, and at an earlier point 
in time for Oklahoma- the 2000 
Census, which actually reports labor 
and earnings information for 1999. In 
the 2006 Census Bureau's American 
Community Survey, Kansas had a 
household poverty rate of 12.3%. 
Almost one in seven jobs in Kansas 
(14.8%) paid a poverty rate wage for a 
household of three for 25 to 61 year 
olds in the labor force. From the 
discussion above, about one in five 
(19.4%) jobs paid a poverty rate wage 
in Oklahoma in 2006, which had a 
16% household poverty rate. In the 
2000 Census, 14.7% of households 
were poor and about one in six 
(15.8%) jobs paid a poverty rate wage 
in Oklahoma. There is an association 
between the proportion of jobs that 
pay a poverty rate and the household 
poverty rate across time and 
geography. 

As earlier noted, Iceland found that, 
after 1973, the poverty rate marginally 
increased in a recession and margin­
ally decreased during growth. Since 
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the proportion of poverty level jobs 
and poverty both increased in Okla­
homa between 1999 and 2006, one 
would expect that the tide was falling. 
In fact, the gross domestic product for 
the state increased by 38% between 
1999 and 2006 as the population 
increased by 4%. Here one has a case 
in which the tide was rising while 
poverty increased. 

What would one expect if wages 
rose at the same rate as the growth in 
the state's gross domestic product? 
Using Iceland's (2000) method of cal­
culating poverty rates under different 
assumptions to estimate what would 
have happened to the poverty rate in 
Oklahoma if wages would have 
changed at the same rate as the per 
capita gross domestic product for the 
state, the hourly wage rate for each 
worker from 25 to 61 years of age in 
the 2000 Census was increased by 
the change in per capita gross domes­
tic product for Oklahoma between 
1999 and 2006, taking inflation into 
account. If the change in per capita 
gross domestic product during this 
period had affected all workers equal­
ly, one would expect about one in ten 
(11.1%) poverty wage rate. Instead, 
one finds a poverty wage rate in 2006 
of about one in five. 

Looking at specific industrial sec­
tors, the actual poverty wage rate was 
less than the expected poverty wage 
rate from the per capita gross domes­
tic product increase only in wholesale 
trade. The actual poverty wage rate 
was somewhat higher than expected 
in transportation, communications, and 
public utilities (poverty wage rate of 1 
out of 12 workers expected, 1 out of 
10 actual), agriculture (1 out of 4 ex-
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pected, 1 out of 3 actual), and mining 
(1 out of 14 expected, 1 out of 10 
actual). It was higher than expected in 
finance, insurance, and real estate (1 
out of 12 expected, 1 out of 7 actual), 
services (1 out of 7 expected, 1 out of 
4 actual), construction (1 out of 10 
expected, 1 out of 5 actual), public 
administration (1 out of 20 expected, 1 
out of 10 actual), and manufacturing (1 
out of 17 expected, 1 out of 7 actual). 
It was significantly higher in retail 
sales ( 1 out of 16 expected, 1 out of 3 
actual). Clearly, the increase in gross 
domestic product does not positively 
affect workers in all industrial sectors. 

Using the same method from Ice­
land (2000), one can look at the effect 
of the rising gross domestic product on 
each quartile of the income distribution 
for the state. To do this, the wage dis­
tribution expected in 2006, based on 
the assumption that all wages in 1999 
increased at the rate of change of the 
per capita gross domestic product, 
adjusted for inflation, were compared 
to the actual wage distribution in 2006 
for each income quartile. On average, 
actual wages were 88% of what would 
be expected from increases in the per 
capita gross domestic product. This 
means that an increasing proportion of 
gross domestic product is returning to 
capital instead of labor. Beginning with 
the lowest quartile, actual wages were 
81 % of expected wages for the lowest 
quartile, 85% for the second quartile, 
87% for the third quartile, and 91 % for 
the top quartile. Thus, more of the 
growth of the gross domestic product 
is going to higher income quartiles 
rather than to lower income quartiles 
as well as more of the gross domestic 
product going to capital. 
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To understand this distribution of 
poverty wages by industry, it is instruc­
tive to look at wage level, wage distr­
ibution, and the use of part-time or 
temporary workers. Using the popula­
tion of employed persons from 25 to 
62 years of age in 2006, the four 
sectors with the highest proportion of 
poverty wage jobs had the lowest 
average hourly wage rate for full-time 
workers, ranging from $11.85/hour to 
$17.32/hour. The four sectors with the 
lowest proportion of poverty wage jobs 
had the highest average hourly wage 
rate for full-time workers, ranging from 
$19.90/hour to $26.06/hour. Retail 
sales also had the widest standard 
deviation of wages as a proportion of 
the average wage rate for full-time re­
tail sales workers, 0.97. A wide stand­
ard deviation indicates that there are 
more jobs that pay further below and 
above the average for the industry 
than usual. The narrowest standard 
deviation of wages as a proportion of 
the average wage rate for full-time 
workers was for transportation, com­
munications, and public utilities, 0.57. 
A narrow standard deviation indicates 
that the pay for most jobs bunch more 
closely to the average. Services had 
the widest standard deviation of 
wages as a proportion of the average 
wage rate for part-time workers, 6.48. 
The narrowest for part-time workers 
was 1.22 for workers in public admini­
stration. Services, retail sales, and 
construction industries used the larg­
est proportion of part-time or tempo­
rary workers, ranging from 28% to 
36%. The four industrial sectors with 
the lowest proportion of poverty rate 
wages used the smallest proportion of 
part-time or temporary workers, rang-

45 

ing from 14% to 18%. These three fac­
tors correlate well with high poverty 
rate wages in an industrial sector. 
They also are also consistent with a 
strategy of using part-time workers as 
a method for holding down wage de­
mands from full-time workers. 

To get another picture of the rela­
tionship between the increase in gross 
domestic product -the rising tide-and 
the incomes of workers -the boats­
Table 1 was constructed based on the 
Bureau of Economic Analysis' "Gross 
Domestic Product by State and Indus­
try'' (2009) and on hours worked by 
industry and occupation based on the 
Census Bureau's Public Use Micro­
data Sample for Oklahoma for the 
2000 Census for 1999 and for the 
2006 American Community Survey. 
For 1999 and 2006 in Oklahoma for 
each nonagricultural nongovernmental 
industrial sector, Table 1 compares 
real gross domestic product per hour 
worked3 , the market value of gross 
domestic product per hour worked4 in 
1999 dollars, the average hourly wag­
es5 for the industrial sector and for 
three occupational clusters in each 
industrial sector6 in 1999 dollars, and 
the percent of part-time workers 
-working less than 35 hours per week 
or less than 50 weeks per year- for 
the three occupational clusters in each 
industrial sector. 
Before looking at the various sources 
of inequality found in Table 1, first note 
that, as real productivity (chained GDP 
per hour worked) for the nonagricul­
tural, private sectors of the economy in 
Oklahoma increased by 12% between 
1999 and 2006, the real market value 
(market value of GDP per hour worked 
adjusted by the Consumer Price 
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Index) of that growth only increased by 
6%. The real value of labor in terms of 
the average hourly wage rate adjusted 
by the Consumer Price Index de­
creased by 1 % . This is direct evidence 
that, as productivity increased -admit­
tedly at a slow pace- real hourly 
wages fell. This is a direct refutation of 
the truism that a rising tide raises all 
boats. 

To look at what factors cause some 
boats to rise and others to sink in 
terms of wages, consider Botwinick's 
(1993) work on social inequality. He 
found three major sources of wage in­
equality. First, differences in earnings 

between and within industries set dif­
ferent limits to the wages of workers. 
Second, the disparate efforts of work­
ers to increase their wages will affect 
wage differences. Finally, the ever­
present reserve army of labor will set 
limits to wage variation. These three 
factors can be seen at work in Table 1. 

As one looks at Table 1, industrial 
sectors with high rates of growth in 
real market value of gross domestic 
product were those with higher rates 
of growth of average wages. Both 
mining and wholesale trade experi­
enced significant increases in the real 
market value of productivity between 

Table 1: Comparison of Gross Domestic Product per Hour Worked, Average Wages, 
and Percent Part-time Employment for Nonagricultural, Private Sectors for 
Oklahoma for 1999 and 2006 

Industrial Sector 
Variable Year Mininq Construction 

GDP per hour, chained in 2000 dollars 1999 89.74 18.48 

2006 72.15 14.20 
GDP per hour in 1999 dollars adjusted by 1999 54.00 17.34 
CPl 0 2006 160.13 16.3 
Averaae hourlv waae in 1999 dollars: 

For industry 1999 17.76 14.05 
2006 21.03 12.49 

For managers and professionals 1999 26.84 21.72 
2006 35.19 20.59 

For technical, sales, and administrative 1999 15.38 13.87 
support 2006 16.23 13.21 
For production, repair, operators, 1999 13.98 13.00 
labors, etc. 2006 18.66 11.07 

Percent oart-time oositions: 
For managers and professionals 1999 20% 18% 

2006 16% 15% 
For technical, sales, and administrative 1999 21% 38% 
support 2006 23% 48% 
For production, repair, operators, 1999 27% 36% 
labors, etc 2006 25% 33% 

c Consumer Price Index 
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Table 1 (continued): Comparison of Gross Domestic Product per Hour Worked, 
Average Wages, and Percent Part-time Employment for Nonagricultural, Private 
Sectors for Oklahoma for 1999 and 2006 

Industrial Sector 
Variable Year ManufacturinQ TCPUa 

GDP per hour, chained in 2000 dollars 1999 30.33 72.96 

2006 34.41 41.34 
GDP per hour in 1999 dollars adjusted by 1999 30.91 74.24 
CPIC 2006 24.34 28.84 
Averaoe hourlv waae in 1999 dollars: 

For industry 1999 15.87 15.68 
2006 14.89 16.63 

For managers and professionals 1999 23.91 23.69 
2006 24.73 20.60 

For technical, sales, and administrative 1999 15.52 17.25 
support 2006 15.00 14.57 
For production, repair, operators, 1999 13.89 11.66 
labors, etc. 2006 12.36 16.07 

Percent oart-time oositions: 
For managers and professionals 1999 11% 21% 

2006 13% 16% 
For technical, sales, and administrative 1999 23% 23% 
support 2006 20% 31% 
For production, repair, operators, 1999 23% 25% 
labors, etc 2006 25% 22% 

... 
a Transportation, Communications, and Public Utiht1es 
c Consumer Price Index 

1999 and 2006. The real market of 
productivity for mining increased 197% 
and for wholesale trade increased 
134%. While the average hourly value 
of real wages fell during this time 
period for almost all other industrial 
sectors, the real value of wages in­
creased 18% for mining and 42% for 
wholesale trade. Thus, higher wages 
can be paid to workers in industrial 
sectors that have higher rates of real 
market value growth. 

As an aside, one often hears man­
agement admonish workers to work 
harder to increase productivity as a 
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means of potentially increasing wages. 
Ironically, real productivity actually de­
creased for mining by 20% between 
1999 and 2006. The reason for the in­
crease in real market value of produc­
tivity for mining was an increase in the 
price of gasoline from $1-$2 per gallon 
in 1999 to $3-$4 per gallon in 2006. 
The increased return on an hour 
worked was rooted in market con­
ditions for the product. 

The increase in the real market val­
ue of productivity for wholesale trade 
appears to reside in an increase in 
real productivity. Chained productivity 
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per hour of work increased for whole­
sale trade by 194%. However, the total 
hours worked in wholesale trade de­
creased by 60% between 1999 and 
2006. The proportion of part-time 
workers was cut in half over that time 
period. 

Without a detailed history of the 
wholesale trade sector, it is impossible 
to tell the story of this sector. But 
clearly, either Jess productive enter­
prises left the state, went out of busi­
ness, or some found means of seri­
ously increasing productivity -such as 
computerization and automation- that 
resulted in more output with less labor. 

The real market value of produc­
tivity for all other industrial sectors was 
either stagnant or declining. With re­
spect to the stagnant sectors, the real 
market value of productivity increased 
for finance, insurance, and real estate 
by 1 % and decreased for services by 
4% and for construction by 6%. Real 
wages decreased for finance, insur­
ance, and real estate by 1 %, for 
services by 1 %, and for construction 
by 11 %. 

The sectors that experienced a de­
cline in the real market value of pro­
ductivity present a mixed picture with 
respect to wages. Retail sales behave 

Table 1 (continued): Comparison of Gross Domestic Product per Hour Worked, 
Average Wages, and Percent Part-time Employment for Nonagricultural, Private 
Sectors for Oklahoma for 1999 and 2006 

Industrial Sector 
Variable Year Wholesale Retail 

GDP per hour, chained in 2000 dollars 1999 14.39 25.89 

2006 42.32 28.85 
GDP per hour in 1999 dollars adjusted 1999 13.99 25.96 
by CPl 0 2006 32.78 19.39 
Averaae hourlv waae in 1999 dollars: 

For industry 1999 12.22 16.81 
2006 17.33 11.74 

For managers and professionals 1999 18.11 20.79 
2006 20.32 22.30 

For technical, sales, and administrative 1999 11.83 15.14 
support 2006 21.39 11.08 
For production, repair, operators, 1999 11.23 16.16 
labors, etc. 2006 11.05 9.80 

Percent oart-time oositions: 
For managers and professionals 1999 28% 20% 

2006 17% 40% 
For technical, sales, and admin. 1999 51% 32% 
support 2006 20% 49% 
For production, repair, operators, 1999 43% 24% 
labors, etc. 2006 28% 48% 

°Consumer Price Index 
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Table 1 (continued): Comparison of Gross Domestic Product per Hour Worked, 
Average Wages, and Percent Part-time Employment for Nonagricultural, Private 
Sectors for Oklahoma for 1999 and 2006 

Variable 
GDP per hour, chained in 2000 dollars 

GDP per hour in 1999 dollars adjusted 
by CPI° 
Averaae hourlv waae in 1999 dollars: 

For industry 

For managers and professionals 

For technical, sales, and administrative 
support 
For production, repair, operators, 
labors, etc. 

Percent oart-time oositions: 
For managers and professionals 

For technical, sales, and administrative 
support 
For production, repair, operators, 
labors, etc. 

u . 
Finance, Insurance, and Real Estate 

c Consumer Price Index 

as expected from Botwinick's study. 
The real market value of productivity 
declined by 25%; real wages declined 
by 30%. The behavior of the manufac­
turing sector and the transportation, 
communications, and public utility sec­
tor are a bit aberrant with respect to 
the observation that growth of 
productivity sets the limits to the 
growth of wages. While the real mar­
ket value of productivity for manufac­
turing decreased by 21 %, real wages 
only decreased by 6%. As the real 
market value of productivity for the 
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Industrial Sector 
Year FIRE0 Services 
1999 69.18 17.26 

2006 73.50 19.14 
1999 66.91 16.58 
2006 67.57 15.98 

1999 16.73 14.13 
2006 16.52 14.02 
1999 21.09 18.40 
2006 21.07 19.05 
1999 15.2 9.67 
2006 13.58 9.69 
1999 13.47 11.52 
2006 13.30 10.88 

1999 19% 40% 
2006 14% 37% 
1999 36% 58% 
2006 34% 54% 
1999 24% 42% 
2006 47% 44% 
2006 47% 44% 

transportation, communications, and 
public utility sector declined by 61 %, 
real wages actually increased by 6%. 

One can use Botwinick's observa­
tion that disparate efforts of workers to 
increase their wages will affect wage 
differences to account for the rising 
wages in the transportation, communi­
cations, and public utilities sector. The 
Bureau of Labor Statistics reports that 
transportation, communications, and 
public utilities is the private sector with 
the highest percent of employees 
represented by unions (Bureau of 
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Labor Statistics 2009b). Moreover, if 
one examines the databases for 
stories from the Tulsa World and the 
Daily Oklahoman for the last 10 years, 
almost all of the stories that involve 
unions are about the transportation, 
communications, and public utilities 
sector. Concerted actions by unions 
along with the regulated nature of utili­
ties could easily account for upward 
pressure on real wages in the face of 
a decline in the real market value of 
productivity. Additionally, it should be 
noted that the gross domestic product 
for transportation, communications, 
and public utilities actually increased 
by 15%. Thus, there may have been 
room in budgets to cover wages in the 
face of declining real market value of 
productivity. Moreover, the transporta­
tion, communications, and public utili­
ties sector has the narrowest differ­
ence between the top and bottom of 
the salary range as measured by the 
standard deviation of wages divided 
by the average wage. As such, wages 
to management and non-represented 
workers could be depressed to cover 
wage increases to represented 
workers. 

The relative small loss of real hour­
ly wages for manufacturing workers in 
the face of the significant loss of real 
market value of product probably can­
not be accounted for without further 
study. One should note that the real 
productivity for manufacturing rose 
between 1999 and 2006 at the second 
highest rate behind wholesale trade. 
Whether this increase can be attribu­
ted to increased automation, more 
successful management or organiza­
tion, increased productivity of workers, 
or some other factor, it likely indicates 
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that the specific skills used by manu­
facturing workers in new systems, 
skills, or methods of work would make 
them more difficult to replace in the 
local labor market. It is also likely that 
manufactures that rely on cheap labor 
move their operations to low wage 
countries, such as China. Anecdotally, 
a former neighbor, an engineer, 
shared that the small company for 
whom he works moved its manufactur­
ing to China. I assume that, if my 
neighbor's small company that manu­
factures trolling motors for fishing 
boats can move its manufacturing to 
China, such a strategy is available to 
most manufactures that choose to use 
low wages for its competitive advan­
tage. Otherwise, increasing produc­
tivity rather than beggaring ones 
workers seems to be the strategy in 
manufacturing to remain in Oklahoma. 

Botwinick's last finding was that the 
ever-present reserve army of labor will 
set limits to wage variation. The effect 
of the "ever-present reserve army" can 
be best seen in the retail sales sector. 
As one would expect from Botwinick's 
first finding that the growth in earnings 
limits growth in wages, the decline of 
the real market value of productivity in 
retail sales lead to a proportional 
decline in real wages. One of the ways 
that the retail sales sector dealt with its 
situation was to double part-time 
employment for all occupations. This 
strategy has obvious benefits for man­
agement and owners in the retail sales 
sector in that part-time employees are 
flexibly scheduled, casually employed, 
receive the lowest of wages, and 
receive no additional benefits. One of 
the effects of increasing part-time em­
ployment is to increase the reserve 
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army of workers. Note from the Con­
sumer Expenditure Survey (Bureau of 
Labor Statistics 2009a) that house­
holds making less than $34,685 spend 
more than they make. This means that 
they have additional pressure to earn. 
Multiple jobs or multiple workers in the 
household are required to maintain the 
household over the long term. With a 
rise in low-paying, part-time jobs, more 
workers must work more than one job 
in order to try to maintain a standard of 
living. Thus, the effect of increasing 
part-time, low wage work in the labor 
market is to increase the reserve army 
of workers by increasing the number 
of jobs than any one worker must 
work. 

Conclusion: The rising floor as the 
solution to poverty 

In the Russell Sage Foundation 
study of low-wage work in Europe and 
the United States (Gautie and Schmitt 
2010), the authors found that the pro­
portion of low-wage work, and there­
fore work that pays poverty level 
wages, does not correlate with per 
capita Gross Domestic Product, Gross 
Domestic Product Growth, the growth 
in the hourly productivity of labor, or 
demographic factors such as the 
growth of women in the labor market. 
In other words, as with this study, they 
found that the rising tide does not 
assure that all boats will rise. 

The factor their study found that 
reduced low-wage work, thereby pov­
erty, was a rising floor. They found 
that the rising floor took several forms. 
In some cases, strong bargaining pow­
er of workers affected multiple sectors 
through various mechanisms to 
spread the agreement. In Oklahoma, 
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this is most clearly seen in the Trans­
portation, Communication, and Public 
Utilities sector. In other cases, a 
strong minimum wage provided a ris­
ing floor. While some would argue that 
a strong minimum wage would possi­
bly decrease employment, Bluestone 
(1995) found that higher minimum 
wages only lead to very modest losses 
of low income jobs that are more than 
offset by overall higher wages in the 
labor market. In yet other cases, 
strong income support provided a ris­
ing floor. For example, in countries 
that had strong income support for the 
unemployed, wages were forced to be 
higher than the income support level. 
While not discussed in the Russell 
Sage Foundation study, the elimina­
tion of the two-tier wage system in­
volving racial and sexual discrimina­
tion would help to set a floor to wages. 
One practice that Iceland (2000) and 
Ridgeway (2006) found that enable 
discrimination to continue is the failure 
to assess and use actual skills requir­
ed and demonstrated for hiring, re­
muneration, and promotion decisions. 
In the absence of good, objective 
systems to assess skills required and 
demonstrated, they both found that 
employers default to stereotypes that 
privilege white males to make deci­
sions. 

The findings on Oklahoma in this 
study along with the findings of the 
study sponsored by the Russell Sage 
Foundation on the United States and 
Europe turn the truisms about poverty 
upside down. Tax breaks and incen­
tives thrown at businesses without a 
strong floor of worker benefits and 
rights simply result in more profits for 
businesses and higher wages for 
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management. They do little to lower 
the poverty rate for the population. 
Having a generous welfare/unemploy­
ment system does not create depen­
dency; it gives workers an alternative 
to low wages and thereby puts a solid 
floor on the labor market by forcing 
employers to pay more to entice 
workers into the labor market. 

END NOTES 

The poverty wage rate for this 
study is a wage rate paid to a work­
er who works 40 hours per week 
and 52 weeks per year that would 
still leave the worker and her/his 
household in poverty if she/he were 
the only income earner in a house­
hold of three. In the 2006 American 
Community Survey, the average 
size of a household in Oklahoma 
was 2.5, and the average size of a 
family was just over three. 

2 The values reported for variables 
were calculated from the Public 
Use Microdata Sample for Oklaho­
ma from the U.S. Census Bureau's 
2000 Census for values identified 
as 1999 and from the U.S. Census 
Bureau's 2006 American Commu­
nity Survey for values identified as 
2006. Given the wide variability in 
employment of persons under 25 
years and of persons 62 years and 
older, the calculations were based 
only on adults 25 to 61 years of 
age. 

3 Gross domestic product values for 
Oklahoma were drawn from "Gross 
Domestic Product by State and 
Industry" (Bureau of Economic 
Analysis 2009). Real gross domes­
tic product per hour was calculated 
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by dividing gross domestic product 
values by industry chained to the 
year 2000 by the number of hours 
worked in that industry as calcu­
lated from the Public Use Micro­
data Sample for Oklahoma from 
the 2000 U.S. Census for 1999 and 
from the 2006 American Commu­
nity Survey for 2006. Multiplying 
various amounts of products in an 
industrial sector by the cost of 
those products for a reference 
year, which is 2000 in this case, 
creates a chained value (Bureau of 
Economic Analysis 2008). The idea 
is to create a dollar amount that 
reflects changes in mixes and 
amounts of products produced in 
an industrial sector while neutral­
lizing the effect of changes in 
market prices and inflation. 

4 Using the same databases as iden­
tified in Note 3 above, the market 
value of gross domestic product 
per hour worked for an industrial 
sector was calculated by dividing 
the nominal market value of the 
gross domestic product for the 
industrial sector, adjusted for 
inflation using the Consumer Price 
Index, by the number of hours 
worked in that industry. The adjust­
ment by the Consumer Price Index 
was done to make values in 1999 
comparable with values in 2006. 
Values are expressed in 1999 
dollars. 

5 Hours worked in an industrial 
sector were estimated from census 
sources cited in Note 3 above. 

6 Average wages reported by indus-
trial sector and, in Table 1, by oc­
cupational cluster within an industry 
were estimated from census 
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sources cited in Note 3 above. 
Once again, the wages are report­
ed in 1999 dollars, and the Consu­
mer Price Index was used to make 
values in 1999 comparable with 
values in 2006. 
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The first Hispanic and third woman appointed to the United States Supreme Court, 
Sonia Sotomayor has become an instant American icon. Now, with a candor and 
intimacy never undertaken by a sitting Justice, she recounts her life from a Bronx 
housing project to the federal bench, a journey that offers an inspiring testament to 
her own extraordinary determination and the power of believing in oneself. 

Here is the story of a precarious childhood, with an alcoholic father (who would die 
when she was nine) and a devoted but overburdened mother, and of the refuge a little 
girl took from the turmoil at home with her passionately spirited paternal grandmother. 
But it was when she was diagnosed with juvenile diabetes that the precocious Sonia 
recognized she must ultimately depend on herself. She would learn to give herself the 
insulin shots she needed to survive and soon imagined a path to a different life. With 
only television characters for her professional role 
models, and little understanding of what was involved, 
she determined to become a lawyer, a dream that 
would sustain her on an unlikely course, from 
valedictorian of her high school class to the highest 
honors at Princeton, Yale Law School, the New York 
County District Attorney's office, private practice, and 
appointment to the Federal District Court before the 
age of forty. Along the way we see how she was 
shaped by her invaluable mentors, a failed marriage, 
and the modern version of extended family she has 
created from cherished friends and their children. 
Through her still-astonished eyes, America's infinite 
possibilities are envisioned anew in this warm and 
honest book, destined to become a classic of self­
invention and self-discovery. 
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IDENTIFYING POSSIBLE IMPEDIMENTS TO FAIR HOUSING 
IN TULSA, OKLAHOMA, USING LESS-THAN-PERFECT HOME 

MORTGAGE DISCLOSURE ACT DATA* 

Dr. Marvin L. Cooke 
Tulsa Community College 

Abstract 
Studies that utilize Home Mortgage Disclosure Act (HMDA) data reveal more 
problems than they resolve. HMDA data include limited variables used by 
lenders. Even when supplemented with additional information, researchers 
question their results by hypothesizing additional variables that might account 
for race. Criteria of adequacy for utilizing HMDA data are proposed that are 
adequate to the planning task of identifying the effects of impediments to fair 
housing. While HMDA data provide questionable evidence for discrimination, 
they provide adequate evidence to determine if a minority population 
experiences impediments to fair housing. A methodology is derived from a 
literature review. 

* originally printed in Free Inquiry in Creative Sociology 2001 29(2). 

PURPOSE OF THE STUDY 

Units of government that submit a 
Consolidated Plan for Community De­
velopment Block Grant, Home, and 
Emergency Shelter Grant funds are re­
quired to certify that they are affirma­
tively furthering fair housing. This certi­
fication requires that the unit of govern­
ment conduct an analysis of impedi­
ments to fair housing choice and take 
appropriate actions to overcome the 
effects of any identified impediments. 

One data source recommended by 
the Department of Housing and Urban 
Development to test for impediments to 
lending is Home Mortgage Disclosure 
Act (HMDA) data. Yet as one examines 
studies of impediments to lending that 
utilize HMDA data, one encounters 
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problems and limitations that appear to 
render HMDA data inadequate to the 
task. The HMDA dataset includes only 
a fraction of the variables that lenders 
appear to use in making lending de­
cisions. Even when researchers have 
the ability to supplement HMDA data 
with all remaining variables that seem 
to be used by lenders, researchers still 
tend to question the results by hypo­
thesizing additional variables that might 
be responsible for the significance of 
race in lending decisions. Moreover, 
statistical models based on data from 
natural settings can only reveal pat­
terns of association. They cannot prove 
the existence of discriminatory intent 
on the part of individuals or institutions. 

The principal purpose of this study 
is to address these apparent problems 
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and limitations by specifying criteria of 
adequacy for utilizing HMDA data that 
are adequate to the task of identifying 
the effects of impediments to fair hous­
ing as defined by federal housing regu­
lations. A critical review of HMDA liter­
ature was conducted in order to specify 
criteria of adequacy and in order to 
build a model to explore whether or not 
there are differential lending outcomes 
based on race. This model was then 
utilized to test for evidence of the ef­
fects of impediments to fair housing 
based on race in the City of Tulsa, 
Oklahoma. The HMDA Public Trans­
mittal Sheets for the Tulsa MSA for 
1990-1994 and census tract informa­
tion from the 1990 U.S. Census for Tul­
sa were utilized. Finally, the results for 
housing policy will be discussed. 

DEVELOPING CRITERIA OF 
ADEQUACY FOR IDENTIFYING 

EFFECTS 

to discount any findings of racial dis­
crimination that might be found in a 
community. 

Lending data is initially reported as 
the aggregate number of loans or dol­
lar amounts in a census tract forced 
researchers (Shlay 1988, 1989; Hula 
1991; Galster 1992; Shlay et al. 1992; 
Galster and Hoopes 1993; Perele et al. 
1994; and Turner and Skidmore 1999) 
to conceive of differential lending out­
comes as redlining- discrimination 
based on the racial or economic 
characteristics of an area. Munnell et 
al. (1996) and Tootell (1996) argued 
that redlining so conceived and mea­
sured confounds discrimination based 
on the racial or economic make-up of 
an area with discrimination based on 
the characteristics of individual loan 
applicants. If one treats the census 
tract as one's unit of analysis and tests 
for evidence of redlining, one is left 
with the problem of trying to interpret 
the evidence for redlining as discrimi-

Many concepts and procedures of nation against an area, a loan appli­
measurement in natural and social sci- cant, both, or possibly neither. 
ence were invented to solve practical Discrimination in lending is then 
problems rooted in social purposes probably best tested as a rate of loan 
(Duncan 1984). In a like manner, the approval (Benston 1981; Ingram and 
conceptualization and measurement of Frazier 1982; Leven and Sykuta 1994; 
lending discrimination evolved in the Munnell et al. 1996; Tootell 1996). By 
political conflict between lending insti- reporting only the number and aggre­
tutions and community activists over gate dollar amount of loans, the total 
lending disclosure. number of loan applications required to 

In the original Home Mortgage Dis- calculate a loan rate is missing. Typi­
closure Act in 1975, HMDA data con- cally, Shlay (1988, 1989), Hula (1991 ), 
sisted of census tract level reports of Galster (1992), Shlay et al. (1992), and 
the number of mortgages and the ag- Perle et al. (1994) used either the 
gregate dollar amounts of lending. quantity of lending in number of loans 
Instead of enabling a well-defined test originated or aggregate dollars of loans 
for lending discrimination, this ap- originated as the dependent variable in 
proach expanded the universe of alter- their studies. As they noted in various 
native explanations that could be used ways, the quantity of lending in a cen-
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sus tract must be standardized by the sus tracts and variables measuring 
number of housing units or the number characteristics of individuals. 
of owner-occupied units in a census Finally, if one uses HMDA data or­
tract. Notably, Shlay (1989) found that ganized by census tracts and fits mod­
most studies used the log of the stand- els of lending outcomes utilizing popu­
ardized lending volume because such lation and housing characteristics by 
models better fit the data in terms of census tract to make inferences about 
the R2 criterion. This would point to a individual discrimination, one immedi-
rate embedded in lending volume as a ately is open to being challenged on 
dependent variable. Without a loan the grounds of an ecological fallacy. 
rate, a low loan volume found in a mi- In 1989, Congress passed amend-
nority area could be countered by the ments to the HMDA requiring lenders 
argument that few persons applied for to report the following: the location of 
loans rather than more loan applica- properties for which loans were ap-
tions were rejected. plied; the location of properties for 

Next, if lending volume is reported which loans were approved; type, pur-
by census tract, a model to test wheth- pose, and amount of loan; race, sex, 
er the racial composition of a census and income of applicant; race and sex 
tract affects lending must control for of co-applicant; and reason for loan de­
the housing and population character- nials. On the one hand, the new HMDA 
istics that might affect lending de- dataset allows one to calculate loan 
cisions. (Shlay 1988, 1989; Hula 1991; approval rates for areas and to model 
Galster and Hoopes 1993; Perle et al. the odds of loan approval for individual 
1994 ). The problem with interpreting applicants. It provides some individual 
the effects of these variables is created loan applicant variables as well as cen-
by confounding the effects of charac- sus tract information to allow one to 
teristics of loan applicants and of areas test for both redlining and individual 
of applicant properties when both are discrimination in lending. On the other 
embedded in variables that are mea- hand, the dataset provided in HMDA 
sures of characteristics of census data still does not provide a compre-
tracts. Some variables, such as the hensive set of variables used by lend-
percent of vacant or vacant for sale ers to assess the loan worthiness of a 
single-family detached units, seem to loan applicant (Benston 1981; Ingram 
be most related to the characteristics of and Frazier 1982; Leven and Sykuta 
an area. Other variables, such as the 1994; Turner and Skidmore 1999). Two 
median household income of a census articles (Munnell et al. 1996; Tootell 
tract, are characteristics of both an 1996) published from a Boston Federal 
area and individual loan applicants. Reserve Bank study conducted in 1992 
This creates an indeterminacy that included over forty variables used by 
opens the interpretation of findings to lenders obtained from the Boston Fed­
challenge. As Tootell (1996) noted, this eral Reserve Bank's own survey to 
indeterminacy can only be resolved by supplement HMDA data. Although both 
including in the same model both varia- of these studies found differential out­
bles measuring characteristic of cen- comes based on race, they represent 
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studies that cannot be conducted from 
HMDA data alone. A researcher using 
HMDA data is still left with an incom­
plete dataset that leaves a finding of 
differential outcomes based on race 
still open to challenge on the basis of a 
spurious relationship between race and 
outcome. 

In response to the Boston Federal 
Reserve Bank study, Becker (1993) 
questioned the validity of studies of 
loan approval or denial rates by noting 
that underwriters determine lending 
criteria based on loan default rates. In 
response, Ross and Yinger (Turner 
and Skidmore 1999: 107-127) observed 
that the default approach would still 
have potential problems of biased 
findings if all variables that influenced 
default were not included in the study. 
Furthermore, there are no guarantees 
that the factors included in the under­
writing criteria are necessarily used by 
the lender at the time of loan approval 
or denial. They conclude that the loan 
denial approach can yield an accepta­
ble test of the hypothesis that discrimi­
nation exists in the mortgage market. 

... the way of answering sug­
gested by the form of words 
employed will never complet­
ely satisfy the questioner, so 
that he continues to ask the 
question even after the 
resources of the apparent 
mode of reasoning have been 
exhausted. 

By continuing methodological criti­
cism in the mode of a limiting question, 
the questioner is asking for a level of 
certainty that does not exist within 
practical parameters. At that point, the 
criticism becomes an ad hominem 
argument. 

In Cosmopolis, Toulmin (1990:137) 
suggested a different level of adequacy 
in the following statement: "Our revised 
account may or may not stand up to 
further factual examination, but at least 
it is based on circumstantial obser­
vations and plausible interpretations." 

Here Toulmin claims that although 
always open to challenge in the face of 
further evidence, a study is adequate if 
it is consistent with available evidence 
and if the interpretation of the available 
evidence is plausible. While such cri­
teria of adequacy cannot guarantee 
certainty, they provide guidelines for 
the practical use of experience. 

For the purpose of this study, Toul­
min's criteria of adequacy mean that 
one can test for the possible presence 
of differential lending activity based on 
race, sex, and other factors using the 
best data available to any researcher: 
the HMDA Public Transmittal Sheet re­
cords. Most researchers would not be 
able to use the methodology used in 
the Boston Federal Reserve Bank 

Every study is open to methodo­
logical challenge. One can always 
claim that there might be some variable 
missing from a model that renders the 
resulting relation between dependent 
and independent variables spurious. 
Within the universe of available meth­
ods and data, methodological criticism 
makes practical sense. However, one 
often hears or reads methodological 
challenges that ask for additional data 
or modifications to methods beyond 
what is practically available to a re­
searcher. At some point, such lines of 
questions become what Toulmin (1970: 
205) called a limiting question: study either because they might not be 
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able to get the cooperation from lend- even the source of an impediment to 
ing institutions in the same manner as fair housing to meet the certification to 
a branch of the Federal Reserve Bank affirmatively further fair housing be­
or because they might not be able to cause the purpose of the analysis is to 
fund such a survey. While there are overcome the effects of impediments. 
methodological reasons for believing All one must do is provide evidence of 
that studies based on HMDA and an effect of an impediment to fair hous­
census data alone might overstate the ing by demonstrating that a statistically 
presence of differential lending activity significant differential lending outcome 
based on race, there are no studies associated with race, sex, or other 
that conclusively demonstrate that the indicators of protected populations 
overstatement is directionally an exists. 
incorrect statement (Turner and Skid- This finding may be spurious or 
more 1999). Furthermore, Toulmin's caused by intervening variables, but if 
approach obligates the researcher to all relevant variables are appropriately 
use the best approach of modeling and included in a model, one can control for 
testing available to one. Beyond this, a such prior or intervening variables. Giv­
reasonable methodological challenge en the limited variables in HMDA data 
to a study is practically moot. and U.S. Census data, all relevant vari-

The real challenge to a study allud- ables are probably not available. If one 
ed to by Toulmin is a substantial chal- is simply testing for differential out­
lenge to the adequacy of a study pro- comes or effects associated with indica­
vided by further factual examination. In tors of populations, it is not necessary to 
this case, it would mean that someone control for all possible spurious or inter­
would have to conduct another study vening variables. Even if one assumes 
and argue that it provided evidence of that the relation between an indicator of 
a different outcome. Within the limits of a protected class and lending outcome 
plausible interpretations and circum- is cause by an unknown prior or 
stantial evidence proposed by Toulmin, intervening variable not included in the 
one can review studies of redlining for model, the prior or intervening variable 
plausible interpretations and use and the indicator of a protected class 
HMDA data as evidence to build a test are associated. The effects of prior or 
model for differential outcomes in lend- intervening variables on lending out­
ing based on race. comes are tied to the indicator of a 

As noted earlier, statistical models protected class. Whether indicators of a 
can only demonstrate association protected class or other associated vari­
among variables. Even if all practically ables are the truly significant factor 
available variables are used to model associated with differential lending out­
lending decisions, only statistical rela- comes, the effect is that the protected 
tions are demonstrated. One is not class experiences an impediment to 
proving discrimination -intentional or lending. Having established that, it is 
unintentional- on the part of lending still important to identify the nature of 
institutions. However, it is not neces- the impediments to fair housing affect­
sary to demonstrate discrimination or ing a population as accurately as possi-
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ble in order to develop policies that are 
effective in furthering fair housing. 

sition of a census tract for purposes of 
testing for differential lending out­
comes. Most studies based on data 

BUILDING THE MODEL organized by census tracts define race 
as the percent of minority population in 

To build a model based on HMDA a census tract. However, Shlay (1989), 
stat, Munnell et al. (1996) and Tootell Galster (1992), and Masset et al. 
(1996) have identified two categories of (1994) have argued for the importance 
independent variables to test for dif- of reflecting racial tipping and transi­
ferential outcomes based on race: (1) tional neighborhoods. In Tulsa, the 
those associated with characteristics of percentage of owner occupied units in 
census tracts containing properties for which African Americans reside gradu­
which loan applications are being ally increases from none to 15%. Then, 
made and (2) those associated with the the distribution jumps to 33% and ra­
individual characteristics of loan appli- pidly increases to 100%. The census 
cants and their households. Studies tracts containing 33% or more African 
(Shlay 1988, 1989; Hula 1991; Galster American households among owner­
and Hoopes 1993; Perle et al. 1994) occupied units are continuous and will 
that examined the characteristics of be entered in the model as a catego­
census tracts most often found the rical independent variable assigned a 
following variables to be statistically value of "1" if the census tract is in the 
significant in predicting loan approval: African American area and "O" if it is 
the median family income, the percent not. 1 Surrounding the African American 
of owners who had lived in a different area is a boundary area containing four 
house five years ago, the percent of of the five census tracts with 10-15% 
vacant or vacant for sale single family African American households among 
detached units and condominiums, the owner-occupied units and 23 of the 39 
percent of households composed of non-African American census tracts 
married families with children under with median household incomes in the 
eighteen years of age, and the percent same income range as the African 
of owner occupied units. Less often American area ($8,583 to $22,773). 
median home value was found statis- Census tracts in the boundary area are 
tically significant. Another variable is contiguous and will be entered in the 
the median age of housing. Some model as a categorical independent 
researchers (Benston 1981; Sykuta variable assigned a value of "1" if the 
1994) treated the age of a house in census tract is in the boundary area 
terms of depreciation and housing con- and "O" if it is not.2 

dition. However, the age of a house Studies that examined the charac­
could also be considered in terms of teristics of individual loan applicants 
taste. These independent variables for and their households (Casey 1980; 
census tract characteristics were Benston 1981; Ingram and Frazier 
included in the model in this study. 1982; Leven and Sykuta 1994; Munnell 

Two approaches have been de- et al. 1996; Tootell 1996) tended to 
veloped to define the racial compo- focus on loan-to-income, loan-to-value, 
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credit history, consumer history, mort- Shlay et al. (1992) observed that hous­
gage history, tenure in current employ- ing markets are local in nature. Galster 
ment, tenure of co-applicant in current and Hoopes (1993) demonstrated this 
employment, occupation, years to loan by showing that different models fit 
maturity, annual rate of loan, life of the lending behavior in different cities. 
dwelling without major rehabilitation, Therefore, a model cannot necessarily 
first-time buyer, private mortgage be full specified before the fact of the 
insurance approval, special programs, study. Accordingly, a comparative ap­
and secondary market loan. However, proach to the study of redlining that 
most of these variables are not avail- explores all suggested approaches to 
able in the HMDA data. Using what is modeling the relation between race 
in the HMDA data, an indicator variable and lending outcomes needs to be 
for the applicant's race (1 if African used to explore the exact nature of the 
American, 0 if not), sex (1 if female, 0 if distribution of lending effects by race, 
not), and number of applicants (1 if an sex, and other areas covered by the 
applicant and co-applicant, 0 if appli- requirement for an analysis of impedi­
cant only) and continuous variables for ments to fair housing choice. Therefore 
the applicant's income and loan-to- four different models in which the 
income ratio were used to model loan natural logarithm of the odds of loan 
approval for the individual applicant. approval are a function of independent 

Since the decision to originate a variables were fitted and are reported 
loan is a dichotomous, categorical out- in Table 1. First, a model with the racial 
come, a logistic regression model composition of a census tract defined 
(Nester et al. 1989; Agresti 1990; Men- as the percent of minority population in 
ard 1995; Long 1997) was developed the census tract, with no interactions, 
to test for differential outcomes based and with all other dependent variables 
on race with lending outcome as the was fitted. Next, a similar model was 
dependent variable. If a loan was ori- fitted, but it used the racial composition 
ginated or approved but not accepted, of a census tract defined by an indica­
the loan outcome variable was tor variable for census tracts in the 
assigned a value of "1 ". If the loan was African American area and an indicator 
denied by the financial institution, the variable for census tracts in the boun­
loan outcome variable was assigned a dary area. Finally, using these two 
value of "O". Rather than using the or- schemes, two more models were fitted 
dinary least squares method of fitting a with additional independent variables 
model that is common with continuous, reflecting the interaction of the area 
normally distributed dependent vari- racial composition variable(s) with oth­
ables, logistic regression models -in- er census tract variables and the inter­
eluding the models fitted in this study- action of the race of the loan applicant 
tend to use maximum likelihood esti- with other variables associated with 
mators to fit a model because of the individual loan applicants. 
distribution of the dichotomous out- Several adjustment were made to 
come variable. the data to control for variables not 

In a critique of redlining studies, included in the model, to increase com-
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Table 1: Four Logistic Regression Models of Factors Affecting the Lending Decision 
- Characteristics of Applicants 

MODEL 1 's Variables 
Regression 
Coefficient 

African American Aoolicant Indicator -0.7472* 
Sex Indicator 0.2737* 
Two aoolicants indicator -0.2716* 
Income 0.0380* 
Loan to income 0.3480* 
Minorities oer thousand households -0.0005 
Median family income -0.0000 
Owners 0.0022* 
Movers 0.0005 
Median aqe of housinq 0.0121 
Median value of housinq 0.0000 
Families -0.0019* 
Vacant for sale -0.0011 

RL2: 0.073 o: 0.371 
*Wald statistic significant at the 0.05 level. 

parability between African American 
loan applicants and non-African Ameri­
can loan applicants, and to ensure the 
linear nature of continuous indepen­
dent variables. First, to control for the 
possible effects of census tracts being 
in the central city versus suburbs and 
to control for the natural growth of 
areas of new construction versus areas 
of existing housing, only census and 
loan applications in the City of Tulsa in 
census tracts with fewer than ten 
building permits issued for new resi­
dential construction in either 1990 or 
1991 were included in the dataset.3 

Second, since the middle four standard 
deviations of income of African Ameri­
can loan applicants were contained 
under $70,000, only loan applicants 
with incomes under $70,000 were 
included in the dataset. Since the loan-
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to-income ratio increased geometrically 
for loan applicants with incomes of 
$10,000 or less, only loan applicants 
with incomes over $10,000 were in­
cluded in the dataset. Since loans ori­
ginated or approved but not accepted 
and loan applications denied are the 
only lending actions that clearly imply 
an active lending decision, loan appli­
cations withdrawn by applicants or 
closed for incompleteness were ex­
cluded. Finally, only loan applications 
to purchase homes that were owner­
occupied as principal dwellings were 
considered. The final dataset included 
2,270 cases. 

FINDINGS 

From Table 1, the measure of multiple 
associations between independent var-
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iables and the dependent variable, RL2 , 

is relatively weak. The proportional re­
duction in the absolute value of the log­
likelihood measure is as follows: 0.073 
for Models 1 and 2, 0.080 for Model 3, 
and 0.095 for Model 4. If one were to 
select the best fitting model based on 
RL2 , it would be Model 4. The measure 
of the proportion each model reduces 
error of classification of cases is mod­
erate. The proportional reduction in the 
error of classification of cases is 0.371 
for Model 1, 0.378 for Model 2, 0.392 
for Model 3, and 0.405 for Model 4. 

If one were to select the model that 
most improved the efficiency of classi­
fication of cases as approved or reject­
ed loans, it would be Model 4. While 
the magnitude of the measure of multi­
ple association and of efficiency of 
classification are similar for all four 

models, the ordering of the four models 
by goodness of fit and by efficiency of 
classification is the same. Therefore, 
Model 4 will be deemed to be the best 
fitting model. 

The variables in Model 4 that are 
statistically significant at the 0.05 level 
or better as assessed by the Wald sta­
tistic are: sex, loan to income, income, 
owners per thousand households in the 
census tract containing the property, 
families per thousand households in 
the census tract containing the pro­
perty, median age of housing in the 
census tract containing the property, 
the boundary census tract indicator, 
and interactions of African American 
applicant indicator by the applicant sex 
indicator, African American applicant 
indicator by the indicator for two appli­
cants, African American applicant indi-

Table 1 (continued): Four Logistic Regression Models of Factors Affecting the 
Lending Decision - Characteristics of Applicants 

MODEL 2's Variables Regression 
Coefficient 

African American Applicant Indicator -0.6878* 
Sex Indicator 0.2664 
Two aoolicants indicator -0.2692* 
Income 0.0378* 
Loan to income 0.3312* 
African American census tract indicator -0.4660 
Boundary census tract indicator -0.1312 
Median family income -0.0000 
Owners 0.0022* 
Movers 0.0005 
Median aqe of housinq 0.0144* 
Median value of housinq 0.0000 
Families -0.0018* 
Vacant for sale -0.0005 

2 RL : 0.073 p: 0.378 

*Wald statistic significant at the 0.05 level. 
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Table 1 (continued): Four Logistic Regression Models of Factors Affecting the 
Lending Decision - Characteristics of Applicants 

MODEL 3's Variables 
Regression 
Coefficient 

African American Applicant Indicator -0.2774 
Interaction of African American Applicant Indicator with: 

Sex Indicator -1.3365* 
Two applicants indicator -1.7217 
Income 0.0358 
Loan to income -0.1894 
Sex Indicator 0.3863* 
Two applicants indicator -0.1582 
Income 0.0369* 
Loan to income 0.3707* 
Minorities per thousand households -0.0029 

Interaction of Minorities per thousand households with: 
Median familv income -0.0000 
Owners -0.0000 
Movers 0.0000 
Median age of housing 0.0000 
Median value of housinq 0.0000 
Families 0.0000 
Vacant for sale -0.0000 
Median family income -0.0000 
Owners 0.0024* 
Movers 0.0005 
Median aqe of housing 0.0091 
Median value of housing -0.0000 
Families -0.0020* 
Vacant for sale -0.0011 

RL2: 0.080 o: 0.392 
*Wald statistic significant at the 0.05 level. 

cator by the applicant's income, and purchased is the racial variable that 
the boundary census tract indicator by affects loan outcome. However, unlike 
the number of owners in the census Munnell and Tootell, the race of the 
tract containing the property who had applicant interacts with the sex of the 
lived in a different house five years ago applicant, the number of persons mak­
per thousand owners. ing the application, and the income of 

As Munnell et al. (1996) and Tootell the applicant. These interactions could 
(1996) found, the race of the applicant reflect some of the other variables from 
rather than the racial composition of the Boston Federal Reserve Bank 
the area in which a property is to be study used by Munnell et al. (1996) 
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Table 1 (continued): Four Logistic Regression Models of Factors Affecting the 
Lending Decision - Characteristics of Applicants 

MODEL 4's Variable 
Regression 
Coefficient 

African American Applicant Indicator -0.4217 
Interaction of African American Aoolicant Indicator with: 

Sex Indicator -1.3367* 
Two aoolicants indicator -1.9376* 
Income 0.0524* 
Loan to income -0.2386 
Sex Indicator 0.3857* 
Two aoolicants indicator -0.1734 
Income 0.0368* 
Loan to income 0.3565* 
African American census tract indicator 5.5216 

Interaction of African American indicator with: 
Median family income 0.0000 
Owners -0.0144 
Movers 0.0069 
Median aqe of housinq -0.0622 
Median value of housinq 0.0002 
Families -0.0047 
Vacant for sale 0.0047 
Boundary census tract indicator 10.8959* 

Interaction of Boundary Indicator with: 
Median family income -0.0000 
Owners -0.0067 
Movers -0.0160* 
Median aqe of housinq -0.0044 
Median value of housinq 0.0000 
Families -0.0048 
Vacant for sale -0.0008 
Median family income -0.0000 
Owners 0.0039* 
Movers 0.0011 
Median aqe of housino 0.0150* 
Median value of housinq -0.0000 
Families -0.0023* 
Vacant for sale -0.0025 

2 RL : 0.095 p: 0.405 

*Wald statistic significant at the 0.05 level. 
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and Tootell (1996). All other variables 
being equal, sole loan applicants that 
are African American females are pre­
dicted to be more likely than any non­
African American applicant to receive 
loan approval with incomes over 
$25,520 and less likely with incomes 
less than $25,510. African American 
applicants that have two persons ap­
plying for the loan with a male as the 
the principal applicant -all other varia­
bles being equal- are predicted to be 
more likely than any non-African 
American applicant to receive loan ap­
proval with incomes over $36,980 and 
less likely under than income. African 
American male applicants who are sole 
applicants are predicted to be more 
likely than any non-African American 
applicant to receive loan approval over 
the entire income range in this study. 
They are predicted to be almost twice 
as likely as any non-African American 
to receive loan approval at the lowest 
in-come ($11,000) and 37 times more 
likely at the highest income ($69,000). 
These findings are in the opposite 
direction of the findings of Cloud and 
Galster (1993) and Yinger (1995), who 
found that African Americans have 
comparable loan approval rates to non­
African Americans in lower income 
ranges and lower loan approval rates 
in higher income ranges. However, 
Turner and Skidmore (1999) report that 
reversed results were found between 
two different regions of the country 
even when paired tester methods were 
used. 

If one examines the African Ameri­
can population of loan applicants, 32% 
are sole male applicants, 30% are sole 
female applicants, 34% are two appli­
cants with the male as the principal 
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applicant, and 4% are two applicants 
with the female as the principal appli­
cant. All other variables being equal, 
sole-African American male applicants 
are predicted to be almost four times 
more likely than sole-African American 
female applicants to receive loan ap­
proval. Sole-African American female 
applicants are predicted to be almost 
twice as likely to receive loan approval 
as two applicants with the male as the 
principal applicant. Since none of the 
models in Table 1 include variables 
measuring credit history or debt-to­
income ratios and since households 
with more persons at the same income 
level tend to have more expenditures 
(U.S. Department of Labor, Bureau of 
Labor Statistics, 1993), this ordering is 
possibly reflective of increased debt 
associated with children and increased 
household size. 

All of the studies reviewed for this 
study and the interpretation of the 
findings of this study to this point have 
adopted a ceteris paribus strategy to 
test for the unique contribution of race 
to loan approval rates. However, when 
one examines the significant variables 
other than race for Model 4, one finds 
that the mean level of several variables 
for African Americans and for non-Afri­
can Americans are not similar. While 
African American loan applicants have 
average incomes of $27,920, non-Afri­
can American loan applicants have 
average incomes of $34,280. In African 
American census tracts, there is an 
average of 595 owner occupied units 
per thousand occupied. In non-African 
American census tracts, there is an 
average of 696 owner occupied units 
per thousand occupied households. 

For African American loan appli-
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cants and for applicants for housing in 
African American census tracts, these 
differences in the average level of 
these variables are significant. If the 
average income of African American 
applicants were the same as non-Afri­
can American applicants, the predicted 
odds of loan approval for African 
American loan applicants would be 
76% higher. If home ownership were 
as concentrated in African American 
census tracts as in non-African Ameri­
can census tracts, the predicted odds 
for loan approval for a property in an 
African American census tract would 
be 50% higher. 

POLICY IMPLICATIONS AND 
CONCLUSION 

The populations that seem to ex­
perience diminished lending outcomes 
in this study cannot be described by 
single variables alone. Therefore, 
housing policies cannot be built on 
simple income or racial categories. To 
address the situation in Tulsa, one 
would need to target housing assist­
ance for home ownership to female, 
African American sole loan applicants 
with incomes less than $25,520 and to 
African American applicants that have 
two persons applying for the loan with 
incomes less than $36,980. Depending 
on the number of persons in the house­
hold, assistance provided under the 
definition of low to moderate income 
families under the Department of Hous­
ing and Urban Development guidelines 
may not be available to those appli­
cants on the upper end of these in­
come categories. 

cants might resolve the problem of 
diminished lending outcomes for these 
populations ceteris paribus, these pop­
ulations of loan applicants do not exist 
ceteris paribus as individuals alone. 
They exist in racially and economically 
segregated communities (Shevsky and 
Bell 1955; Berry and Kasarda 1977). 
As noted above, African Americans as 
a population have lower mean incomes 
than non-African Americans. Home 
ownership in predominantly African 
American census tracts is lower than in 
predominantly non-African American 
census tracts. To address the problem 
of diminished lending outcomes in the 
predominantly African American area, 
one would need to develop policies to 
increase the income levels of African 
Americans or to offset the lower in­
come levels with lending programs to 
address the problem of lower incomes. 
Similarly, home ownership programs 
need to be targeted for the predomin­
antly African American area to address 
the diminished lending outcomes asso­
ciated with lower concentrations of 
home ownership in that area. 

Finally, the approach of this study 
implies a different policy approach to 
address effects of impediments to fair 
housing choice than that implied in the 
literature reviewed for this study. Most 
of the literature reviewed for this study 
focused on finding evidence for dis­
crimination in lending. Focusing on this 
legally threatening issue invites a de­
mand for a level of certainty that is not 
practically possible. It encourages a 
proliferation of speculation about 
potential variables not included in a 
model as alternative hypotheses 

Although a policy 
these two populations 

addressed to explaining evidence of discrimination. It 
of loan appli- leads to a ceteris paribus approach 
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that ignores differences in populations 
that have real effects on racially and 
economically segregated neighbor­
hoods. In its extreme form, it leads to a 
possible justification of differential lend­
ing treatment by identifying default 
rates uniquely attributed to race. The 
approach suggested in this study shifts 
the emphasis to identifying populations 
that experience differential outcomes 
or effects with respect to lending. Poli­
cies and programs can be crafted to 
assist populations overcome effects 
without necessarily addressing causes 
that are difficult to specify. By adopting 
this approach, the problems of unat­
tainable levels of certainty and limited 
access to variables can be addressed. 

NOTES 

The census tracts excluded from 
consideration for this reason in this 
study using the 1980 census tract 
numbering configuration are: 10.00, 
50.02, 67.04, 73.06, 73.07, 74.03, 
75.05, 76.01, 76.03, 76.04, 76.05, 
76.06, 76.07, 90.05, and 101. 

2 The predominantly African Ameri­
can area includes census tracts 2, 
5, 6, 7, 8, 9, 57, 61, 62, 80.02, and 
91.01. 

3 The census tracts included (in 1980 
configuration): 1, 3, 4, 12, 13, 14, 
15, 16, 18, 19, 20, 21, 22, 23, 24, 
25, 26, 27, 28, 29, 30, 46, and 
80.01. The exceptions falling out­
side of the edge of the predomin­
antly African American area are 
census tracts 31, 34, 35, 48, 49, 
50.01, 59, 67.01, 68.01, 69.05, 
71.01, 81, 86, 88, 90.02, and 90.04. 
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Dame from 1959 to 1984, the book documents the history of the Mexican American 
Graduate Studies program that Samora established at Notre Dame and traces his 
influence on the evolution of border studies, Chicano studies, and Mexican American 
studies. 

Samara's groundbreaking ideas opened the way for Latinos to understand and study 
themselves intellectually and politically, to analyze the complex relationships between 
Mexicans and Mexican Americans, to study Mexican immigration, and to ready the 
United States for the reality of Latinos as the fastest growing minority in the nation. In 
addition to his scholarly and pedagogical impact, his leadership in the struggle for civil 

rights was a testament to the power of 
community action and perseverance. 
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legacies, challenges, and future of ethnic 
studies in United States higher education. 
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A CRITICAL ANALYSIS OF THE CONCEPT OF POWER: AN 
INTERACTIONIST REVELATION OF ITS MORAL NATURE* 

Dr. Marvin L. Cooke 
Tulsa Community College 

Abstract 
It is argued that power is best understood as a moral category rather than as a 
causal category for purposes of social analysis. Since the exercise of power 
implies the violation of preferences, it is a moral problem which requires the 
identification of a responsible party for remedy. If a social analysis does not 
make responsible actors and relevant moralities manifest, the analysis 
emasculates the fundamental moral resources available to the party over 
whom power is exercised. Concepts of power involving closed, substituted, 
simultaneous, and negotiated moral universes are examined from this 
perspective. 

* originally printed in Free Inquiry in Creative Sociology 1990 18(2). 

INTRODUCTION 

The concept of power begins in our 
common sense, everyday usage. Peo­
ple and institutions are described as 
powerful when they get their way. 
Those who lose out try to figure out 
how those who dominate can be 
resisted. Those who dominate try to 
figure out how to keep from being re­
sisted. Some uses of power are seen 
as legitimate. Some are seen as 
coercive. 

Historically, social thinkers have 
explored the common sense concepts 
of power to discover the realities 
behind the usage. For example, con­
cepts of power before the nineteenth 
century focused on the individual in 
the process of gaining what he or she 
desired (Weinstein 1971). In this peri­
od, Hobbes (1971) defined power as 
the present means to some future ap-
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parent good. Here, a person has 
power to the extent that he or she has 
resources such as wealth, reputation, 
cunning, strength, and weapons. The 
tradition of focusing on the individual is 
also reflected in Weber's (1978) defi­
nition of power: power is the chance of 
a person to realize his or her own will 
in a social action even against the 
resistance of others. 

In the nineteenth and twentieth 
centuries, the concepts of power used 
by social thinkers began to reflect a 
new taken-for-granted reality. Power 
was seen as inhering fundamentally in 
institutions rather than in people. 
Examples of this are seen in concepts 
of power inherent in Marx's (Tucker 
1978) concept of a mode of production 
and in Durkheim's (1984) idea of soli­
darity based on the division of labor. 
Additionally, the concept of a person 
as an important factor in understand-
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ing social life began to vanish. This 
can be seen in Durkheim's (1982) no­
tion of social facts as explanation for 
social behavior. 

In the twentieth century, following 
the lead of the pragmatist and the 
phenomenologist, taken-for-granted 
notions began to be approached as 
problematic. Following what has come 
to be known as the Thomas theorem 
-if people define situations as real, 
they are real in their consequences­
power has been studied in terms of 
how its perception is constructed in 
interaction (Becker 1975; Brown 1983; 
Collins 1982; Douglas 1975; Garfinkel 
1956; Kitahara 1986; Rosen 1985; 
Scheff 1975; Wasielewski 1985; 
Watson 1978). 

While one could examine power by 
placing the concept in its historical 
context and thereby construct an un­
derstanding of how it developed, most 
of the works consulted for this paper 
treat concepts of power as competing 
paradigms. Much time is spent criticiz­
ing notions of power for what they 
miss or overlook. At the heart of this 
quest is the hope for an unassailable 
understanding of power in terms of 
causality. The purpose of this paper is, 
first, to demonstrate that trying to 
understand power from the standpoint 
of causality is fundamentally doomed. 
This will be done by demonstrating 
that power is ubiquitous and that any 
sense of causality is dependent on the 
framing of change and on the search 
for causes for change within that 
frame. Second, it will be demonstrated 
that power if fundamentally a moral 
category. Furthermore it will be dem­
onstrated that some concepts of 
power emasculate the fundamental 

72 

moral nature of the term and conse­
quently render it useless in the every­
day world of individual action. 

THE DOOMED SEARCH FOR 
POWER IN TERMS OF CAUSALITY 

Let us begin by examining how 
various concepts of power have been 
framed. Consider Weber's concept of 
power defined above. One knows that 
power has been exercised when one 
person has one preference which is 
materialized over the preference of 
another. While Weber does not require 
resistance to be present, Berndtson 
(1970) has noted that power is 
apprehended only in a situation in 
which resistance is present. Now, how 
is one to determine what caused one 
person to prevail over another? 

Weber identified charisma, the 
unique qualities that people attribute to 
a leader, as one source of power. 
Here, if one frames the issue of cause 
in essentialist terms, one explores the 
character of the leader for causes. If 
one frames the issue of cause in terms 
of norms and values of institutions 
(Collins 1982), one explores norms 
and values in an institution that define 
what characteristics a charismatic 
leader must have. If one frames the 
issue in terms of how one uses 
framing rules in social interaction 
(Wasielewski 1985), one explores the 
interaction process of framing rules 
used to gain legitimacy in interaction. 

In addition, Weber identified tra­
dition and rationality as grounds for 
commanding compliance. Again, fram­
ing the issue of cause in terms of 
norms and values leads to a search 
for rules that are the cause. And 
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again, if one shifts to an interactionist 
frame, one finds interactionist causes. 
For example, Douglas (1975) docu­
mented how gaps exist between sup­
posed shared values and the specific 
nature of situations such that individu­
als must continually negotiate the 
meaning of norms and values in the 
process of interaction. 

Hunter (1953) identified status as 
yet another cause for the situation of 
one person prevailing over another in 
the face of resistance. By assuming 
that power was inherent in social 
status, Hunter could then explore how 
people with these factors caused 
others to act in the face of resistance. 
Furthermore, he could explore how 
power was distributed by looking at 
the distribution of social status. But, if 
one changes the frame of examina­
tion, as did Garfinkel (1956), one can 
observe the acts by which one can 
successfully degrade another's social 
status. Thus social structure seems to 
be continually created by interaction. 

Resources have also been identi­
fied as a tool of power. If one frames a 
study in terms of the use of resources 
by organizations to secure compliance 
from others (Clark 1968; Dahl 1960; 
Hawley, Wirt 1968; Murphy1988), one 
explores the relations between the 
distribution of resources among actors 
in institutions and among institutions 
and observes how those resources 
are used to gain compliance. Yet if 
one shifts the frame to interaction 
(Kitahara 1986), one can see how re­
sources are perceived resources and 
therefore depend on how their percep­
tion is constructed. 

While the above is not an 
exhaustive review of literature on the 
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concept of power, it does reveal that 
any search for causality in terms of 
power changes with every change in 
the way the concept is framed and 
with every level of social phenomenon 
to which the concept is applied. The 
way that most social scientists treat 
this state of affairs is by submitting to 
the unique solution aspect of the con­
cept of truth in logic and then by sort­
ing out concepts and levels with data 
and reasoning to find the right answer. 
Yet the phenomenological nature of 
power may not permit one to find the 
right answer one so fervently seeks. 

First, consider Ernest Becker's 
(1975) analysis of demeanor and 
deference. He pointed out that the 
verbal context of action gives the 
possibility of the direct exercise of 
power over others. Here, every time 
one person addresses another, the 
situation changes and requires a re­
sponse from the one being addressed. 
Additionally, if one analyzes interac­
tions, one can document actions and 
responses, but the question of power 
in terms of cause is not possible to ask 
beyond a person deciding to start 
some line of action. 

Second, consider Arthur Berndt­
son's (1970) phenomenological analy­
sis of the concept of power. One does 
not know power except as one ob­
serves change and infers power as a 
source of change. Change is known 
by its novel character. An enduring 
being surmounts change from moment 
to moment. Thus, the appearance of 
permanence is created by overcoming 
the novel from moment to moment. 
Additionally power is not open to direct 
inspection. It can only be apprehended 
through a situation of resistance. 



FREE INQUIRY IN CREATIVE SOCIOLOGY Volume 41, Number 1, Spring 2013 

Finally, power has no antecedent and 
therefore is a self-caused cause. 

From Becker's and Berndtson's 
analyses, one can seriously entertain 
the possibility that power is ubiquitous. 
Second, one can ask questions about 
causes up to a point. Then, the ques­
tion no longer has an answer. It is 
what Toulmin called a limiting ques­
tion: 

... the way of answering 
suggested by the form of 
words employed will never 
completely satisfy the 
questioner, so that he 
continues to ask the question 
even after the resources of 
the apparent mode of 
reasoning have been 
exhausted. (1970:205) 

The words employed to ask the 
limiting question and the modes of 
reasoning that are exhausted are 
those of the frame or concept of power 
used. Thus we look at a ubiquitous 
phenomenon with a frame that makes 
some things important and ignores 
others (Burke 1954). To inquire into 
the truth of any frame is to ignore most 
of that which is everywhere with a 
frame which cannot ask beyond itself. 
Thus, any attempt to compare frames, 
or notions of power, to find the unique 
answer about cause with respect to 
power is doomed to failure. 

POWER AS A MORAL CATEGORY 

Even though power is ubiquitous 
and power as a cause is an unans­
werable question, the use of the term 
power by the common person and by 
the social scientist is not ubiquitous, 
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and the question of power as a cause 
is treated as if it were answerable. In 
what kind of situation is the term 
power applied? And what is a person 
doing when applying the term? 

If one returns to Hobbes' definition 
of power, one finds that, in applying 
the term power to a situation in which 
one uses some source to overcome 
resistance, a person must attend to 
the propriety of the uses of particular 
means to overcome resistance in 
terms of the apparent good to be 
achieved. If one returns to Weber's 
definition of power, one finds a situa­
tion in which one party is appealing to 
another party to compel them to obey. 
Here, there must be some basis for 
accepting the command, such as 
tradition, rationality, or the charismatic 
nature of the commander. Hawley and 
Wirt (1968) also included the offer of 
payoffs and the threat of inflicting 
costs as appeals to induce compli­
ance. 

When one applies the term power 
to institutions, people vanish. Actually 
they do not vanish, but responsibility 
for acts is not easily attached to peo­
ple. The consequences of not being 
able to attach responsibility to people 
such that their behavior can be chal­
lenged can be seen in Richard Ed­
wards' (1984) historical analysis of the 
forms of control in the labor process. 
Edwards defined a system of control 
as a process by which a work task is 
directed, evaluated, and rewarded or 
disciplined. A simple control system 
consists of a boss exercising power 
openly and personally. Here, responsi­
bility between the boss and the worker 
is direct and definable. If a worker 
does not like how the boss conducts 
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one of the three tasks of control, 
assigning responsibility for how those 
control tasks are done is possible. As 
the scale of industry increased, the 
task of directing work was taken over 
by an assembly line. Technical control 
removes the directing of work from the 
interpersonal context. If a worker does 
not like how the machine directs work, 
to whom and how is responsibility for 
this attached? Finally, the tasks of 
evaluation, reward, and discipline 
were carried out through elaborate, 
negotiated rules between the manage­
ment of labor and the management of 
industry. At last, the ability to define a 
responsible party of deciding how 
work gets direct, evaluated, and re­
warded becomes almost nil. 

Just as the actions of management 
described by Edwards substituted me­
chanisms and rules as the responsible 
parties of the exercise of power into 
the definition of the situation, so have 
sociologist constructed understand­
ings of power which do the same 
thing. For example when Clark (1968) 
and Collins ( 1982) argue that people 
can exercise power only within the 
norms and values of the institution of 
which they are a part, those over 
whom power has been exercised are 
left arguing over the rules. When 
Murphy (1988) argues that power 
consists of the ability to constrain and 
the ability to profit from without 
defining who is constraining and who 
is profiting, we are left in the same 
position as Edwards' assembly line 
workers facing a machine. Although 
Becker (1975) deals with a situation in 
which an individual exercises power in 
an interpersonal situation, his focus is 
on the use of rituals which create a 
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context of action and an expectation of 
a particular response. While an actor 
who could be responsible for exercis­
ing power is a part of the scene, the 
ritual defines the situation and leaves 
the person over whom power is being 
exercised through the ritual dealing 
with the rules and mechanisms of the 
ritual. Thus, an interaction which does 
not include the notion of actor in the 
definition of a situation hides the actor 
involved in the exercise of power. 

Now consider the consequences of 
moving from the use of power in insti­
tutional terms to the use of power in 
personal and political terms. In 
studying clients and public service 
bureaucracies, Fainstein and Fainstein 
( 197 4) found that clients tended to 
accept the rules which bureaucracies 
present to them and the right of social 
workers to interpret the rules. Here, 
when people did not qualify for help, 
they were angry but had no way to 
define who was responsible except the 
institution. Yet when some clients 
redefied case workers as public ser­
vants who were supposed to be 
responsive to the public, they defined 
the case workers as responsible and 
the will of the people -themselves­
and not the institution as having the 
right to decide who should get help. 
Demands of the clients then began to 
be met. 

C. Wright Mills (1959) saw that how 
a sociologist analyzes power has an 
effect on how people see the propriety 
of the power arrangement analyzed. 
The sociologist's work justifies, criti­
cizes, or distracts attention away from 
the current structural realities of 
power. Using this insight, Mills (1956) 
compared the mass society controlled 
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by the power elite with the social 
structure necessary for democracy in 
order to debunk the current social 
structure. Yet, he conducted his analy­
sis in the taken-for-granted notion of 
power as an institutional structure. 
Ironically, Mills saw that it was import­
ant to study the structure of society to 
identify the actors who were responsi­
ble for the way things are. Yet, the 
very notion of power as being rooted 
in structures by in large absolves any 
found actors from responsibility. 

If one asks in what kind of situation 
is the term power applied, a look at the 
notions of power reviewed reveals that 
it is applied to situations in which 
some party or arrangement violates 
the preferences of some other part 
while the violated party is resisting. 
Such violations require appropriate 
justifications if they are to be accept­
ed. If the violated party does not ac­
cept the justifications offered, the 
violated party has a weapon of 
redressing an appeal to others in 
terms of justice and responsibility. 
Both elements are important. Without 
appropriately framing the violation as 
unjust, appeals for help will not be 
accepted. Without defining a respon­
sible party, further action is not 
possible. 

Yet definitions of situations which 
include actors to whom responsibility 
could be assigned for the exercise of 
power do not bring those actors to the 
front of the situation in the same way. 
Consider the situation of the actor 
exercising power in the context of 
what Scheff (1975) calls absolute 
responsibility or of what Brown (1983) 
calls myth. Here, an actor exercises 
power by using justifications held to be 
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the only possible in the situation. The 
party over whom power is exercised 
has the possibility of appealing to the 
justifications defining the situation to 
object to the exercise of power and to 
hold the actor exercising power 
responsible. Let us call this definition 
of the situation one of a closed moral 
universe. 

Secondly, Fainstein and Fainstein's 
welfare recipients were confronted 
with a situation in which an actor -the 
social worker- could be held responsi­
ble. But the social workers, as in the 
situation of a closed moral universe, 
appealed to what they held to be the 
only justification possible for their 
exercise of power. The welfare recipi­
ents did not try to hold the social work­
ers accountable in terms of the welfare 
rules. Instead, they substituted a new 
definition of a closed moral universe 
into the situation -representative de­
mocracy- which redefined the rules of 
appeal in their favor. Let us call this 
situation one of a substituted moral 
universe. 

Third, Goffman (1967) has demon­
strated that the maintenance of face is 
a condition of interaction. Thus in the 
midst of exercising power with appeals 
to various moral universes, actors are 
also engaged in gaining face, saving 
face, and depreciating others. At any 
one time, there are simultaneous 
moral universes being engaged in the 
exercise of power. Yet, as Schutz 
(1967) notes, a person can attend to 
only one of these moral universes at a 
time. The results of this can be seen in 
Shaw's (1982) analysis of the exercise 
of the authority in Christian scripture. 
Shaw points out that human speakers 
in scripture can personally benefit by 
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appealing to divine will. If the persons 
involved in such an exercise of power 
attend to the appeal to divine will, the 
actor making the appeal will vanish in 
terms of agency and responsibility, but 
if one attends to how the person using 
divine speech will benefit from it, an 
agent appears and a new range of 
justifications to counter the exercise of 
power becomes available. 

Finally, a fourth approach to a defi­
nition of a situation of power involving 
an identified actor is suggested by 
Scheff and Brown. In contrast with 
myth, which makes contingent choice 
appear as necessity, Brown (1983) 
contends that seeing theories as 
metaphors for a given situation keeps 
the human agency of the origin of 
metaphors alive. In a similar fashion, 
Scheff (1975) counters the notion of 
absolute responsibility with the notion 
that responsibility is defined in 
interaction. Here, multiple realities are 
constructed side by side in the pro­
cess of negotiation. The consequence 
of such definitions of the situation for 
the actors is noted by Scheff: When 
clients and professionals are aware 
that the situation is one of negotiated 
reality, clients gain more control over 
the resulting definition of the situation. 
In this definition of the situation -the 
negotiated moral universe- actors are 
most fully understood as such and can 
be held responsible. The moral uni­
verses to which actors appeal are 
more clearly seen as tools selected or 
constructed by actors in negotiation. 

As one glances back, it was seen 
that the use of institutional and struc­
tural notions of power clearly emascu­
late the use of power as a moral 
category by making it difficult to define 
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a situation as unjust and by making it 
difficult to identify a party responsible 
for the injustice. Now, let us examine 
these four notions of power that 
include an actor to whom responsibility 
for acts can be assigned to see how 
they either push the actor exercising 
power to the background behind the 
moral universe or pull the actor into 
the foreground where responsibility is 
visible. 

In the situation of the closed moral 
universe, an actor can be defined as 
exercising power, but a situation can 
be defined as unjust only in terms 
used by the actor to exercise power. 
Thus, one is essentially in the situation 
of Edwards' bureaucratic control. 

In the situation of a substituted 
moral universe, an actor can be 
defined as exercising power. The 
exercise of that power comes to be 
seen as problematic when a new 
closed moral universe is substituted 
for the one currently being used by the 
actor attempting to exercise power. 
Once the substitute moral universe is 
used to redefine the situation, the 
responsibility of the actor exercising 
power becomes clearer. The actor 
exercising power is choosing a 
morality rather than obeying one in the 
definition of the situation. 

The situation of the simultaneous 
moral universe is similar to the substi­
tuted moral universe. By shifting atten­
tion from one aspect of a situation to 
another, a new view is gained of the 
actions of the actor who is attempting 
to exercise power, but instead of 
substituting one closed moral universe 
for another, one substitutes a personal 
moral universe for a public moral uni­
verse. One devalues lofty claims by 
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redefining the motives of the actor 
attempting to exercise power in terms 
of personal, individual interests. Here, 
the responsibility of the actor attempt­
ing to exercise power becomes even 
more visible because of personal mo­
tives make the violation of the prefer­
ences of others even more blatantly 
the act of the one exercising power. 

Finally, the situation of the negoti­
ated moral universe clearly places the 
actors in the exercise of power in the 
foreground. Here, the actors are not 
simply responding to moral universes; 
they are actively selecting or con­
structing moral universes in interac­
tion. In so doing, the actor attempting 
to exercise power is manifestly re­
sponsible for such acts. Also, the one 
who is the object of power becomes 
visible as an active party. In a negoti­
ated situation, the outcome rests on 
both parties. If one accepts the moral 
universe offered as justification for a 
violation of his or her preferences with­
out countering, one bears some re­
sponsibility for the outcome. However, 
if one fails in one's attempts to resist 
the exercise of power in negotiating 
the situation, one clearly has an actor 
responsible for the violation of one's 
preferences and the morality used by 
the actor is more easily seen as 
relative and therefore questionable. 

CONCLUSION 

The purpose of this paper has not 
been to claim that concerns about 
power often discussed under the 
rubric of structure are not valid. As I sit 
writing this essay, I know that people 
are probably making decisions that will 
violate my preferences. I know that 
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available options and resources affect 
my ability to deal with such violations. 

But, I am saying that, in the 
everyday world of action, the exercise 
of power involves a violation of 
preferences. As such, it is a moral 
problem which requires the identifica­
tion of a responsible party for remedy. 
Thus, the examination of social struc­
ture, resources, and options must be 
done for the purpose of making 
manifest responsible actors and 
relevant moralities. Otherwise, social 
analysis emasculates the fundamental 
moral resources available to the party 
over whom power has been exercised. 

Finally, not all definitions of a situa­
tion which include actors and morali­
ties equally bring the responsibility of 
the actor who exercises power to the 
foreground. In the situation of the 
closed moral universe, the commonly 
held morality used in the exercise of 
power hides the actor exercising 
power. In the situation of substituted 
moralities, actors use two different 
moralities as masks for acting. In the 
situation of simultaneous moralities, 
one actor will wrap himself or herself 
in a shared morality to condemn 
another actor defined as acting from a 
personal morality. Only in the negoti­
ated moral universe do actors clearly 
stand responsible for their acts as they 
create and select moralities in the 
struggle for dominance. 
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1963: 117)." 

• Separate a series of 
references with semicolon-" ... 
(Burgess 1968; Marwell et al. 
1971 )." 

• For unpublished materials, 
use "forthcoming" to indicate 
material scheduled for pub­
lication. For dissertations and 
unpublished papers, cite the 
date. If no date, use "n.d." in 
place of the date-" ... Smith 
(forthcoming) and Jones 
(n.d.)." 

• For machine-readable data 
files, cite authorship and 
date-" ... (lnstitute for Survey 
Research 1976)." 

D Equations. Equations in the 
text should be typed or printed. 
Use consecutive Arabic numer­
als in parentheses at the right 
margin to identify important 
equations. Align all expres­
sions and clearly mark com­
pound subscripts and super­
scripts. Please clarify all un­
usual characters or symbols. 
Use italic type for variables in 
equations and in the text; use 
bold type for vectors. 

D Numerical Values. Use a pre­
ceding zero for numbers less 
than zero. Ex: p<0.06 

FOOTNOTES/ENDNOTES 

D Use footnotes/endnotes only 
when necessary. Notes, in 
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general, and long notes, in parti­
cular, distract the reader and are 
expensive to print. As alterna­
tives, consider (a) stating in the 
text that information is available 
from the author, or (b) adding an 
appendix. 

D Begin each note with the super­
script numeral to which it is 
keyed in the text. Notes can (a) 
explain or amplify text, or (b) cite 
materials of limited availability. 

D Notes should be typed or printed, 
double-spaced, either as foot­
notes at the bottom of the page 
or in a separate "ENDNOTES" 
section following the references. 

REFERENCE LIST 

D All references cited in the text 
must be listed in the reference 
list, and vice versa. Double check 
spelling and publication details­
ASA journals are not respon­
sible for the accuracy of your 
reference list. 

D List references in alphabetical 
order by authors' last names. 
Include full names of all authors' 
use first name initials only if the 
author used initials in the original 
publication. 

D For multiple authorship, only the 
name of the first author is invert­
ed (e.g., "Jones, Arthur B., Colin 
D. Smith, and Barrie Thorne"). 

D For two or more references by 
the same author(s), list them in 
order of the year of publication. 
Use six hyphens and a period 
(------.) in place of the name 
when the authorship is the same 
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as in the preceding citation. 

D To list two or more works by 
the same author(s) from the 
same year, distinguish them by 
adding letters (a, b, c, etc.) to 
the year or to "Forthcoming" 
(e.g., 1992a, Forthcoming a). 
List in alphabetical order by 
title. 

A few examples follow. See recent 
journal issues for further examples: 

Books 
Bernard, Claude. [1865] 1957. An 

Introduction to the Study of Ex­
perimental Medicine. Translated 
by H.C. Greene. NY: Dover. 

Mason, Karen 0. 1974. Women's 
Labor Force Participation and 
Fertility. Research Triangle 
Park, NC: National Institute of 
Health. 

U.S. Bureau of the Census. 1960. 
Characteristics of Population. 
Vol. 1. Washington, D.C: U.S. 
Government Printing Office. 

Periodicals 
Conger, Rand D. Forthcoming. 

"The Effects of Positive Feed­
back on Direction and Amount 
of Verbalization in a Social Set­
ting." Sociological Perspectives. 

Goodman, Leo A. 1947a. "The 
Analysis of Systems of Qualita­
tive Variables When Some of 
the Variables Are Unobservable. 
Part I- A Modified Latent Struc­
ture Approach." American Jour­
nal of Sociology 79:1179-1259. 

------. 194 7b. "Exploratory Latent 
Structure Analysis Using Both 
Identifiable and Unidentifiable 
Models.' Biometrika 61 :215-31. 
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Collections 
Clausen, John A. 1972. "The Life 

Course of Individuals." Pp. 457-
514 in Aging and Society, vol. 3, 
A Sociology of Age Stratification, 
edited by M.W. Riley, M. John­
son, and A. Foner. New York: 
Russell Sage. 

Elder, Glen H. 197 5. "Age Differenti­
ation and the Life Course." Pp. 
165-90 in Annual Review of Soci­
ology, vol. 1, edited by A. lnke­
les, J. Coleman, and N. Smelser. 
Palo Alto, CA: Annual Reviews. 

Dissertations 
Charles, Maria. 1990. "Occupational 

Sex Segregation: A Log-Linear 
Analysis of Patterns in 25 Indus­
trial Countries." Ph.D. disserta­
tion, Department of Sociology, 
Stanford University, Stanford, 
CA. 

Machine Readable Data Fife 
American Institute of Public Opinion. 

1976. Gallup Public Opinion Poll 
#965 [MRDF]. Princeton, NJ: 
American Institute of Public 
Opinion [producer]. New Haven, 
CT: Roper Public Opinion Re­
search Center, Yale University 
[distributor]. 

Foreign Language Books, Jour­
nals and Articles 
Kardelj, Edvard. 1960. Razvoj Slo­

venackog Nacionalnog Pitanja 
(Development of the Slovenian 
national question). Beograd, 
Yugoslavia: Kultura. 

BIOGRAPHY 

D Include a short biography (five 
or six lines) for each author. 
Each biography should include 
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the author's name, title, depart­
ment, institution, and a brief 
description of current research 
interests, publications, or 
awards. 

APPENDICES, FIGURES, and 
TABLES 

Include appendices, figures, and ta­
bles only when they are critical to 
the reader's understanding. As an 
alternative, consider inserting a 
statement in the text stating that the 
information is available from the 
author. 

Tables 
Throughout the text, number tables 
consecutively. Type or print each 
table on a separate page at the 
end of your paper. Insert a note in 
the text to indicate table placement 
(e.g., "TABLE 2 ABOUT HERE"). 

D Each table must include a de­
scriptive title and headings for 
all columns and rows (see re­
cent journal issues for exam­
ples). 

D Do not submit a picture or 
image of your table. Have the 
table in an editable format so it 
can be resized as needed for 
the journal while remaining 
legible. 

D For clarity, always use the 
same variable names in your 
tables as you use in your text. 
Standard errors, standard devi­
ations, t-statistics, and so on, 
should appear in parentheses 
under the means or coeffi­
cients in the tables. 

D Gather general notes to tables 
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as "Note:" or "Notes:" at the bot­
tom of the table; use a, b, c, etc., 
for table footnotes. 

D Use asterisks *, **, and/or *** to 
indicate significance at the 
p<0.05, p<0.01, and p<0.001 
levels, respectively; note if tests 
are one-tailed or two-tailed. 
Generally, only those results sig­
nificant at the p<0.10 level or 
better should be indicated as 
significant in tables or text. 

Figures and Other Artwork 
D Number figures or illustrations 

consecutively throughout the 
text. Each should include a title. 
Insert a note in the text to 
indicate placement (e.g., "FIG­
URE 1 ABOUT HERE"). 

D If at all possible, do not submit a 
picture or image of your figures. 
Have the figure in an editable 
format so it can be resized as 
needed for the journal while 
remaining legible. 

D If your manuscript is accepted for 
publication, you must submit fig­
ures and illustrations in camera­
ready form or on diskette. Cam­
era-ready artwork must be pro­
duced by computer or by a 
graphic artist in black ink on 
white paper with clear lines. All 

FIGS journal printed by ... 

labels on figures and illustra­
tions must be typeset. 

D IMPORTANT: Before you sub­
mit a figure or illustration for 
publication, please contact the 
journal editorial office to dis­
cuss size specifications and/or 
disk and file formats. All art­
work and type must be legible 
when reduced or enlarged to fit 
one or two column widths, 2.3 
and 3.65 inches wide respec­
tively. 

Author(s) must secure permission to 
publish any copyrighted figure, illus­
tration, or photograph. 

Appendices 
D Appendices appear at the end 

of your article and should be 
labeled "Appendix A", "Appen­
dix 8", etc. 

SPELLCHECK YOUR MANUSCRIPT 

D When you have completed the 
final changes to your manu­
script, run your computer spell­
checker to correct misspelled 
words. You can also use the 
spellchecker to cross-check 
author names cited in your text 
with author names in the refer­
ence list. 

UNIVERSITY PRINTING services 
86 


