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THE BAYESIAN ALTERNATIVE TO STATISTICAL INFERENCE

Ronald C Wimberley, North Carolina State University
Louis E Dotson, University of Tennessee, Knoxville

BAYES’ THEOREM

If sociologists were told that the knowledge
of statistical inference accumulated
throughout their careers was to become more
or less obsolete in a decade or so, some would
probably hope not. While this knowledge may
not become obsolete so soon, major refine-
ments and alternatives may pose challenges
to vested statistical interests.

An alternative to conventional statistical
testing is the Bayes theorem. Thomas Bayes
was a minister in England whose ideas were
published posthumously, but drew little atten-
tion until the middle 1900’s (Bayes 1763). The
Bayes theorem relates three probabilities,
expressed in two equations:
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P(D) = probability of data observed.
P(S;) = hypothetical probability of a
particular state of the world.

P(DI|S;) = the hypothetical probability of the
data, given the state of the world.
P(S;|D) is the conditional probability of a

state of the world given the data.

The numerator in Equation 1 is merely the
joint probability for the occurrence of the data
and a particular world state. The denominator
is the probability of the data for the possible
states of the world, defined by Equation 2.

The theorem may be described as the ratio
of the probability of a particular state of the
world coinciding with observed data, as given

-in the numerator, to the sum of all joint pro-
babilities of particular states of the world coin-
ciding with observed data as given in the
denominator. According to Bayes, this is the
conditional probability that a certain state of
an unobserved universe exists, based on

information from limited data. The attempt is
to acquire knowledge of an unknown popula-
tion characteristic on the basis of a known
sample characteristic where information from
all available studies is utilized along with any
background information an investigator may
have.

Two types of distribution are invoived in the
theorem. The one containing background
knowledge at disposal before examining a
new data set is called a prior distribution,
which is the hypothetical probabilities of par-
ticular states of the world as it is thus far
revealed. The posterior distribution is a revis-
ed estimate of knowledge about the state of
nature after new data have been collected and
incorporated into prior knowledge. The
posterior distribution is the conditional pro-
babilities of certain states of the world, given
the data which now include past and present
data.

As a result, the Bayes approach is an
iterative process. Today’s posterior distribu-
tion becomes the prior distribution for tomor-
row's research. In this process the true but
unknown state of the world should become
more narrowly confined. If fact, the standard
deviation of a posterior distribution should
become smaller than that of the prior distribu-
tion. Distributions should thus become more
concentrated as the iterations continue.
Therefore the probability intervals for values
of an unknown population should continually
shrink, allowing better predictions. Like the
scientific method itself, the Bayesian approach
tends to be self-correcting, if the model is
appropriate and the method is used
repeatedly.

The symbols used here are adapted from
lversen (1972 33) due to their simplicity and
straightforwardness. There are many other
discussions of the Bayes identity in statistical
detail developed by Mosteller and Tukey (1968
167; Iversen 1970 186; Winkler 1972 40).

BAYESIAN AND CLASSIC CONTRASTS
The classical approach appears in virtually

all statistics textbooks. Classical statistical

inference is distinguished by the ideas of Type
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I and Type i errors, and by testing for dif-
ferences from parameter values using null
hypotheses of no difference. The Bayesian
approach does not engage in the sport of set-
ting significance levels which must be met if
an alternative hypothesis can be considered
statistically sound. The level of significance is
a moot point — a controversy which Bayesian
inference ignores (Morrison, Henkel 1970)

Bayesian inference attempts to specify that
a parameter value lies in an interval con-
structed from both past and present data, with
a specified probability. Classical inference
may also attempt to establish intervals, but in
the classic approach, this is secondary to
attempts to find whether the sample statistic
is contrary to a null hypothesis of a parameter
value. Bayesian inference does not posit a null
value from which a sample statistic may
indicate a significant difference, but rather an
interval containing the actual value.

This suggests a third contrast which con-
cerns the interpretation of statistical resuits.
Bayes estimates give probability limits
whereas classical statistics give confidence
limits (Mosteller, Tukey 1968 182). For Bayes-
ian results, a probability of, say .95 is the
degree of certainty that an estimate within a
specific interval is indeed true. In classical
inference, however, such a statement cannot
be justified since classical probability is bas-
ed on relative frequencies of events in the long
run. In this case, a .95 confidence interval
means that in 95 samples out of 100, a statistic
should fall within an interval containing a
parameter. The classical probability of an out-
come being in a given interval is either 0.00
or 1.00, absent or present. Therefore, Baye-
sian inference allows the prediction of par-
ticular events; classical inference only allows
predictions in the long run.

Another difference is that Bayesian statistical
inferences are made from data at hand, which
are treated as knowns to unknowns in the
parameter. The classical approach makes pro-
bability statements about the data at hand
rather than about the unobserved parameters.

It seems reasonable that one should be able to

use probabilities to measure the degree to which

one is uncertain. We are uncertain about what

the true value is of a parameter ... (lversen 1972
31)
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BAYES AND SOCIAL THEORY

How can Bayesian probability be used with
existing sociological and psychological
theories? If applicable, it should enhance
precision in predictions. Good social
theories should fit everyday experience.
Since Bayes’ assumptions allow us to build
on past and present experience in the form
of more and more refined posterior distribu-
tions, Bayesian notions may be more appro-
priate than classical notions for modeling
everyday social life. Bayesian types of
predictions could serve to guide behavior.
Conversely, classical usage start us with the
same normal distribution each morning, and
then complicate matters with long-term odds
on the outcomes of particular situations. The
Bayesian approach explicitly allows for
cumulative past experience whereas classic
inference does not.

In the interactionist perspective, social
interaction is seen as a process of continual-
ly interpreting meanings from others, and
defining meanings to others. The Bayesian
approach is likewise a continual process of
refining distributions of expected outcomes
in order to predict certain occurrences. The
Bayesian approach provides a closely cor-
responding instrument for such theory.

The same can be said of exchange, con-
flict, and behavioral theories. Thus, persons
will emit behaviors in present situations
which are similar to behavior which brought
rewards in past situations (Homans 1961
53). Bayesian conditional probabilities pro-
vide an appropriate modeling tool for this
process. If two children or two nations have
a prior history of fighting when they meet,
it would be difficult based on prior distribu-
tions to expect that they could interact
without assault. But if there were an
instance where no assault occurred,
however atypical that might be, the new
posterior distribution would be modified to
some extent so that the probability of
fighting on the next exhange would be
somewhat reduced. Thus, prior distributions
are iteratively modified by experience into
posterior distributions which alter expecta-
tions from one time to the next, allowing for
both regularity and change.

Bayesian inference can be used in the
modeling of normative and deviant behavior
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at the micro level. Here, research topics
might inciude the process of socialization,
career patterns, and personality develop-
ment. Similarly, at the macro level,
developmental change in family life cycles,
social differentiation patterns, or communi-
ty development might lend themselves to
analysis by Bayesian probability models.
And theoretical problems in social consen-
sus and conflict exist at the macro level and
would represent areas for the possible use
of Bayesian predictions.

BAYES AND RESEARCH PROBLEMS
Sampling. In classical significance testing,
random sampling is often assumed. This is
not to say that the assumption is often
satisfied. However, Bayesian inference
would not seem to be hindered by nonran-
dom samples as would classical statistics.
This is because biased samples would be
used cumulatively in Bayesian inference.
Unless there was systematic bias in most
of the samples, inferences should gain in
precision as more are incorporated into the
Bayes distributions. The distributions may
be kept gentie, or somethat flat, by biased
samplings, but they should provide better
estimates than could be achieved by a
classical test using a single biased sample.
Research Design. The Bayesian approach
seems especially suited for longitudinal,
panel, and experimental designs in which
data are collected at two or more periods.
When used in conjunction with causal
regression models in such designs, empha-
sis could be placed on probabilities for
change rather than amounts of change in
succeeding variables. As the Bayesian
approach becomes more familiar to resear-
chers, such uses should receive more
attention.
Descriptive Statistics. Application of the
Bayes theorem of statistical inference are
found in Bayesian oriented textbooks (Raif-
fa, Schlaifer 1961; Lindley 1965, 1972; Pratt,
Raiffa, Schiaifer 1965; Schmitt 1969; Hayes,
Winkler 1971; Press 172; Box, Tiao 1973;
Phillips 1974; Novick, Jackson 1974a).
Feinberg and Zellner (1975) use the Bayes-
ian approach in survey research.

Other works illustrate use of Bayes’
assumptions in many types of statistical
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analyses conducted by sociologists. Con-
tingency tables are a recurrent object
(Lindley 1964; Altham 1969; Gunel, Dickey
1974). Bayesian treatments of the least
squares principle are applied in analysis of
variance (Box, Tiao 1966), linear modeling
{Smith 1973) and multiple regression (Tiao,
Zeliner 1964 Hoadley 1970; Jackson,
Novick, Thayer 1971; Lindley, Smith 1972;
Novick et al. 1972; Novick, Jackson 1974b.)
A Bayesian approach is applied to analysis
of Markov chains (Martin 1967). For
measurement problems, the Bayes theorem
is directed to reliability (Bhattacnarya 1967)
paired comparisons (Davidson, Solomon
1973), and Guttman scale error (Proctor
1971)

DRAWBACKS

Difficulties in Bayesian statistics deal with
distribution problems. If there is no prior
research, there is no prior distribution. This
problem is associated with the lack of
replication studies so common in the social
sciences. Different researchers may
develop different prior distributions. And
there will be epistemic and empirical prob-
lems as to whether the results of apparent-
ly simitar distributions are comparable
enough to be placed together. If the
discrepancy is minor and operational defini-
tions are compatible, this should not be a
major problem.

Acute and extensive changes in social or
behavioral phenomena may make predic-
tion difficult. Generally, the bias in Bayesian
predicitons may be toward future stability,
or toward limited variation from the past.
However the prediction of severe departures
from normality may be handled no better by
classical inference.

Bayesian techniques that have been
developed are rarely simplified to cookbook
dimensions. The lack of easy instructions is
not an absolute disadvantage, but is it a
practical disadvantage. At present, many
Bayesian techniques are accessible only to
more advanced students of statistics.

Bayesian ideas create controversy among
statisticians who tend to be more in agree-
ment among themselves on the parameters
of classical statistical inference.
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